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Abstract

Short Messaging Service (SMS) Spam is unwanted messages sent over the web
or mobile system to mobile phone devices. SMS is attractive for spammers due to its
cheap services, easily deciding the destination country and its higher response rates
than email. Existing solutions to this issue are no longer adequate as they are either
costly in terms of resources, inefficient, most of the existing detection techniques for
SMS spam have been adapted from other contexts such as email spam detection
methods. Spammers are constantly developing more sophisticated tactics causing
previous methods for spam detection as ineffective. Additionally, when it comes to

Arabic SMS messages, most SMS spam filtering system based on English language.

This research presents an Arabic SMS spam detection and classification approach
using ontology with semantic rules. An Arabic SMS spam ontology with a support of
Arabic WordNet is built by defining spam classes and hierarchy and adding a
collection of various spam messages as instances creating a knowledge base reflecting
the domain. To enable the detection and classification of messages based on the
knowledge base, a set of SWRL rules were written. These rules are used by the
reasoner to filter out messages as spam or legitimate. Based on the enriched
knowledge base, an SMS spam detection system is built. It consists of several modules
such as query module, reasoning module, synonym module, SMS module and finally

classifier module.

The approach is evaluated based on its ability to classify and detect SMS messages
as spam or legitimate. A number of performance measures are used for this purpose.
The evaluation resulted in an accuracy of 96.5% and in a f-measure of 90.5% which

are better than those achieved using a traditional classifier such as Naive Bayes.

Keywords: SMS spam filtering, Arabic SMS spam ontology, text classification,

semantic rules, reasoning.
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Chapter 1

Introduction

1.1 Background and Context

Recently, Short Message Service (SMS) has evolved into one of the most
communication used due to the rapid growth in the number of mobiles worldwide.
According to the Global System Mobile Association (GSMA), Palestine has two
mobile operators, Jawwal and Wataniya with 3.3 million mobile connections (GSMA,
2015).

This increase has enticed spammers and caused SMS spam problem such as e-
mail spam. Recent reports indicate that the volume of SMS spam messages was

increasing every year (GSMA, 2015).

SMS spam problem is more critical problem than email spam due to mobile
phones are very personal devices. Users may have multiple email accounts, but usually

have one mobile phone.

Spammers are using targets' mobile phones to break into accounts and steal
personal information, in so-called 'smishing’. Some SMS has links provided in the
message which links can install malware on mobile and to spoof sites that look real
but whose purpose is to steal personal information. spam SMS often uses the promise
of free gifts, like computers or gift cards, or product offers, like cheap mortgages,
credit cards, or debt relief services to get you to reveal personal information, like how
much money you make, how much you owe, or your bank account information, credit
card number, or Social Security number. Clicking on a link in the message can
install malware that collects information from your phone. Once the spammer has your

information, it is sold to marketers or, worse, identity thieves (FTC, 2013).

SMS spam differs from email spam in other attributes. Email spam is identifiable
by its structure. SMS spam detection and filtering is a relatively new task, which we

can inherit the SMS spam issues and solutions from email spam detection and filtering.
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Normally, mobile phone operators provide SMPP connection to SMS providers
through an internet service point and providers in turn provide their customers with
access Value-Added Service (VAS), e.g. SMS messaging. SMS providers sell
BulkSMS for end users, spammers can buy BulkSMS from providers and send SMS
to thousands of users. Therefore, providers should have an efficient anti-spam tools to
catch and detect any unsolicited SMS to prevent it from operators.

Currently there is much work on SMS spam filtering using techniques such as
Black and White List, Text Classification (Taufig, Abdullah, Kang, & Choi, 2010),
Boyer and Moore (BM) (Liu, Ke, & Zhang, 2010), Naive Bayesian classifiers (Zhang
& Wang, 2009) (Deng & Peng, 2006), neural networks (Anchal 2014), and frame

model of ontology-based detection (Balubaid & Manzoor, 2015) to name a few.

Spammers always try to find method to bypass current filters, the new filters need
developing for more effective spam filtering. Ontologies can be a basis for such
sharing SMS providers and developers where they allow for machine to understand

the semantics of data.

Ontology is a semantic web concept that can be used for decision support and
information retrieval systems (Kalfoglou, 2007). Based on these concepts, ontology
can also be helpful in SMS spam detection (Balubaid & Manzoor, 2015) (Noy &
McGuinness, 2001) .

Ontology is defined as "a formal explicit description of concepts in a domain of
discourse. Properties of each concept describe various features and attributes of the
concept, and restrictions on slots. Ontologies together with a set of individual instances
of classes constitute a knowledge base” (Noy & McGuinness, 2001). There are
multiple languages such as RDF, RDF-schema, and OWL that can be used to represent

and build ontology.

In this research, we propose to use ontology to help in detecting spam in Arabic
SMS. We design an Arabic SMS spam ontology as a set of classes, properties, and

relationships. The Arabic SMS spam ontology is the main core of the approach to
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detect SMS spam. We collected SMS dataset from local SMS providers, and adds it to
the ontology to establish an SMS spam knowledge base.

Subsequently we build an SMS spam detection approach that consists of several
modules such as query module, reasoning module, synonym module, SMS module and
finally classifier module. These modules are connected and are dependable on the
knowledge base (ontology and instances of SMS spam). We develop a prototype of

the approach to test its ability to detect SMS spam with high accuracy.

Next, we state the research problem and derive its objectives followed by the
significance of the research, the scope and limitation of the research. We then put up
the methodology to be followed to achieve the research objectives. Finally, we give an

overview of the rest of the thesis.

1.2 Statement of The Problem

SMS spam is one of the critical malicious activities worldwide such as SMS
spoofing, scam, virus links, waste of time, where spammers are constantly developing
more sophisticated tactics that makes current SMS spam detection approaches and
methods no longer effective.

The SMS spam detection based on the semantic web remains largely unexplored
especially at the server side where the ontology based processing and reasoning can

be used in detecting SMS spam and classify it as spam or legitimate.

The problem of this research is how to develop an efficient ontology-based
approach for detecting spam in Arabic content of SMS and classify it as spam or
legitimate.

1.3 Objectives
1.3.1 Main Objective

The main objective of this research is to develop an efficient approach based on

ontology to detect Arabic SMS spam with high accuracy in spam message filtering.
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1.3.2 Specific Objectives

The specific objectives of the research are:

e To collect SMS corpus containing spam from SMS providers.

e To build ontology and the knowledge base of Arabic SMS spam based on
the collected SMS corpus.

e To develop the approach for detecting spam in Arabic SMS based on the
built ontology.

e To use semantic relations and add rules to the ontology to detect SMS
spam.

e To conduct various experiments to evaluate on the proposed approach
based on ontology for efficient detection of spam. Efficiency measure is
based on the accuracy of classifying SMS message as spam or legitimate.

1.4 Significance of The Research

e This work is important to explore the use of ontology in detecting Arabic
content of SMS spams.

e The design of the ontology would allow to add any new instances of SMS spam
domain leading to a knowledge base that can be used in other type of SMS
spam and for other purposes.

e Itencourages using knowledge of Arabic SMS spam from other SMS providers
to protect their systems from spams and integrate it in BulkSMS systems.

¢ Improve the efficiency of ontology for classification SMS.

e Protect subscribers of mobile operators from SMS spam as well as protect SMS
providers from sending SMS spam to operator leading to more trust and

confidence.

1.5 Scope and Limitations

e The approach serves only Arabic language content of SMS and not work for

trickery of special chracters.
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e The approach would be used at BulkSMS provider’s server side before SMS
can reach the operators who in turn send these spammed messages to the end
user mobile handsets.

e HTTP protocol would be used for sending SMS between clients and providers.

e The system would be at the server side of the SMS providers while end users
do not need to make any installation of the spam detection system on their
devices.

e The efficiency of approach will focus on the accuracy of the classification but
not on the speed of the classification because in BulkSMS and advertisements
SMS the important factor is the delivery of the messages, rather the time of
delivery.

e Theontology will not cover all Arabic SMS spam, it will cover selected domain
corpus of SMS. This is to insure the correct function of the system and ensures
the ability to test and evaluate the results based on the domain. Doing the same
for other domains can follow based on the results of the approach and based on

the selected domain.

1.6 Research Methodology

To accomplish the objectives of this research, the following methodology will be

followed:

1. Research and survey: Review of recent related works to the research problem
especially in the SMS spam filters. Upon analyzing the existing solutions,
which can support us to formulate a solution to the problem.

2. Data collection: We will collect a corpus of SMS spams from SMS providers
in Palestine. In this phase, we will select the appropriate provider and the nature
and size of the SMS messages.

3. Data processing: Some preprocessing in Arabic SMS corpus is performed. It
includes applying stop words removal, tokenizing strings to words and
applying suitable term stemming. This process is necessary for maintaining the
knowledge base which consists of the ontology and the RDF store. The

ontology refers to xml and is often stored in a file.

www.manaraa.com



4. Word extraction and matching relation: After data processing, we need to
extract spam words from WordNet to enrich ontology with vocabulary of SMS
spam, then we make relation between them by make object and data properties
between these words in the ontology and set probability weights of spam
words.

5. Building the SMS spam knowledge base: The SMS spam knowledge base
consists of two parts namely, the SMS spam ontology and the instances
(individuals) which enrich the ontology and enable the approach to detect the
spam messages. To build the ontology and the knowledge base, we follow the
ontology building process (Boyce & Pahl, 2007; Noy & McGuinness, 2001)
using some tools such as OWL language, SPARQL Query, and Protége
(Protégé, 2016) that includes the following tasks:

A. Determine domain of the ontology and scope.

List the important terms in the ontology.

Define classes.

Define properties.

Define facets of the slots.

Create instances of SMS spams.

Apply reasoner to get new facts for SMS spams.

I O mUOoOw

Execute some quires on the ontology to ensure the correct building of
ontology and correct retrieval of information and checks whether it
returns what we expect.

6. Creating semantic rules to our domain ontology: after build ontology and
make relation between instances, we need to create rules that achieve detection
and classification of SMS spams.

7. Applying reasoner and querying: we need to apply reasoner to get new facts
for SMS spams, and use SPARQL query to show new facts after applying
reasoner.

8. Developing a prototype for the proposed approach: we develop system for
The approach which contain the interface and using programming language
such as JAVA and related APIs and tools such as JENA. Then combine and

concept the knowledge based with the ontology.
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9. Evaluate the Approach: we evaluate the proposed approach. We will analyze
the obtained results and evaluate the accuracy of SMS spam detection. Specific
techniques to perform this evaluation related specifically to SMS spam can be
selected and used based on the experiments.

1.7 Overview of The Research

The research consists of seven chapters organized as follows:

e Chapter 1 (Introduction): An introduction stating the problem of the research
objectives, scope, significance, limitation and the research methodology.

e Chapter 2 (Theoretical and technical foundation): Describe a List of the
theoretical and technical foundation needed for the research work such as Short
Message Services (SMS), SMS spam, semantic web, ontology concepts,
ontology building, ontology tools, and evaluation techniques.

e Chapter 3 (Related Works): Reviews several approaches and works of SMS
spam filtering using techniques such as Black and White List, Text
Classification, Boyer and Moore (BM), Naive Bayesian classifiers, neural
networks.

e Chapter 4 (Arabic SMS Spam Ontology): Presents the steps to develop the
SMS spam domain ontology and then it presents the evaluation of the ontology.

e Chapter 5 (Arabic SMS Spam Detection): Presents and discuss the steps of
analyzing, designing and developing the prototype of the approach. It presents
the structure of the proposed approach, collection of SMS data, creating
semantic rules, developing the parts of the prototype and finally the system

functions.
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e Chapter 6 (Results and Discussion): Presents the experiments of proposed
ontology and prototype and discus results of experiments.
e Chapter 7 (Conclusion and The Future Works): Presents the research

conclusions and the future works.
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Chapter 2

Theoretical and Technical Foundation

In this chapter, we present the theoretical and technical foundation of the proposed
approach. We talk firstly about the Short Message Services and SMS spam, then we
present short description of the Semantic web and ontology, enumerate the tools that
we used to develop the proposed approach, and finally we talk about evaluation
method.

2.1 Short Message Services

The short messaging service (SMS) is a bi-directional service to send text over
wireless communication systems. It consists of a message that can be up to 160
alphanumeric characters in text and 70 alphanumeric in Unicode characters
(Harrington, 2008).

SMS has been existence from the second generation (2G) until present of fourth
generation (4G) GSM mobile (Pereira & Sousa, 2004). This GSM data service has
established the simplest one-to-one communication by exchanging short text
messages. Now SMS has been the most popular messaging service due to the low cost
of SMS, network reliability has made sending SMS messages an economic option for
GSM subscribers (Yoon, Kim, & Huh, 2010).

In a GSM Network, Short Messages are sent over SS7 (Signaling System Number 7)

network.

The network elements that are directly related with SMS service as shown in Figure
(2.1) are as follows (Ortiz & Prieto, 2004)

e Short Message Entity (SME): is any entity which is capable to send and/or receive
short messages.

e Short Message Service Centre (SMSC): element that sends or store and forward
messages from a SME to a Mobile Station (MS)

e Inter-Working Mobile Switching Centre (IWMSC): Gateway node for short
messages originated with a mobile on that network.

11
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e Home Location Register (HLR): is a database used for storage and management
of subscriptions, which informs the SMSC of initiated unsuccessful short message
delivery attempts to a specific mobile station.

e Visitor Location Register (VLR): is a database that contains temporary
information about subscribers. This information is needed by the MSC in order to
service visiting subscribers.

e Signalling System No. 7 (SS7): is telephony signalling protocols used to set up
and tear down most of the world's public switched telephone network (PSTN)
telephone calls. It also performs number translation, local number portability,
prepaid billing, Short Message Service (SMS), and other mass market services.

e Mobile Switching Centre (MSC): make the switching functions of the system and
control the calls to and from other phone and data systems.

e Base Station Controller (BSC): manage the radio resources and controls items
such as handover within the group of Base Transceiver Station (BTS).

e Base Station System (BSS): responsibility is to transmit voice and data traffic

between the mobile stations.

Figure (2.1): SMS network basic scheme (Ortiz & Prieto, 2004)

The SMS sending process can be summarized as follows (Ortiz & Prieto, 2004):

e The SMS is sent from SME to SMSC.

e The SMSC communicates with the HLR and retrieves the necessary routing
information to get through to the receiver.

e The SMSC/IWMSC sends the SMS to the MSC.

e The MSC extracts the receiver information from the VLR.

e The MSC transfers the SMS to the receiver.

12
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e The MSC returns the results of the transmission operation to the SMSC.
e If the SME asks for a confirmation, the SMSC will send back a message with

the transmission operation result.
The SMS receiving process can be summarized as follows (Ortiz & Prieto, 2004):

e The mobile phone transfers the SMS to the MSC.

e The MSC asks the VLR to verify if any network restriction is being overridden.
e The SMSC sends the SMS to the mobile phone.

e The SMSC acknowledges a successful transmission.

e The MSC sends the result of the operation to the mobile phone.

e All GSM network elements have to be took as black boxes, with location,

routing, forwarding etc., capabilities.
SMS Components are (Harrington, 2008):

e Length of SMS.

e Service Centre Timestamp.

e Originator address: the phone number of the sender.
e Protocol identifier.

e Data coding scheme.

e User Data Length: tells how long the message is

e User Data: the message itself.

2.1 Spam in Different Media

Spam exists in different media such as SMS, email, instant message, use net
newsgroup, social media, search engines and internet telephony. The technical
differences between all these media makes spam in general too complex for one
overview (Blanzieri & Bryl, 2008). Next, we elaborate in SMS spam since it is the

focus of this research.

2.3 SMS Spam

Mobile SMS spam, also known as SMS spam is any unsolicited, unwelcome text

message sent to a mobile device. These messages often promote unwanted products

13
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and services, or try to trick recipients into providing personal information. SMS Spam
include things such as “win free stuff scam”, “payday loan scam” , “debit relief scam”,
“adult content” , “political or religious incitement” (GSMA, 2013). Lately the industry
has seen an increase in fraudulent spam attempting to spread mobile botnets and steal

money or identity from mobile subscribers (GSMA, 2016) .

SMS spam is classified as 32.3% irritating, 24.8% squandering of time and 21.3%
violating personal privacy (Taufiq Nuruzzaman, Lee, Abdullah, & Choi, 2012). For
example, in countries such as India estimates of over 100 million SMS spam is
received per day (Shahi & Yadav, 2013). SMS spam not just irritating but also
incurring significant cost on both the Mobile Network Operators and the customers as
well (Skudlark, 2015). SMS spammers can reach their victims by generating phone
numbers unlike the email, where the number of possible email addresses is unlimited
which makes users to fall victims of fraudulent activities such as phishing identity theft
and fraud as shown in Figure (2.2) message have untrusted url which ask user to login

and update his account information.

© 0 L.l 71% 0 14:45

SMS/MMS

Sunday, 6 November 2016

please update your account
facebook before close it http://

tiny.cc/648ffy 14:45

Figure (2.2): SMS spam asking to update Facebook account through fishing URL

2.4 SMS Spam Filtering Methods

There is much work on SMS spam filtering using techniques such as Black and
White List, Text Classification (Taufiqg et al., 2010), Boyer and Moore (BM) (Liu et
al., 2010), Naive Bayesian classifiers (Zhang & Wang, 2009) (Deng & Peng, 2006),
neural networks (Anchal 2014), and frame model of ontology-based detection

14
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(Balubaid & Manzoor, 2015) to name a few. More details in SMS filtering methods
are found in Chapter 3.

2.5 Semantic Web

The Semantic Web which is an extension, not a replacement of the current Web.
The Semantic Web provides a common framework that allows data to be shared and

reused across systems and applications.

In the semantic web, the applications understood by machine, with the help of
meaning associated with each component stored on the web. A component
representation scheme called ontology. Ontology allow computer understandings and
interpretations of symbols, ontology allows semantic annotation of resources for
information retrieval with inference (Sugumaran & Gulla, 2011). Next, we describe

the ontology which is the essence of the semantic web.

2.6 Ontology

Ontology is defined as “Is a formal, explicit specification of a shared
conceptualization “. (Sugumaran & Gulla, 2011) .In other words, an ontology
describes the concepts in the domain and the relationships that hold between these
concepts. It is a shared vocabulary that can be used to domain (Taylor & Pohl, 2009).

There are many roles and tasks of ontology which are summarized as follows
(Mizoguchi, Vanwelkenhuysen, & Ikeda, 1995) :

e Extract and organize the vocabulary for specific domain.

¢ Identify knowledge for problem solving.

e Provide domain experts with human-readable conceptual primitives in terms
of which they can express their way of problem solving.

e Enable translation of the knowledge-level description of the problem-solving

process in to tributes to clarify domain knowledge.

There are two approaches to design any domain ontology. First, top-down and
second, bottom-up. In the top-down approach the experts determine the concepts and

the relationships based on domain knowledge. In the bottom-up approach the experts
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select the important concepts by analysis of data coverage and patterns related to them.
Both top-down and bottom up approaches need participation of human. Also some

automatic tools can reduce manual efforts. (J. Kim, Dou, Liu, & Kwak, 2007).

Based on the notion of semantic web and its important part, the ontology, there is
an agreed upon architecture of semantic web see Figure (2.3) where a group of
ontology-based layers define the structure of the semantic web. Next, we describe the

most ontology related languages and representation.

o Resource Description Framework (RDF) is a framework for create statements in a
form called triples. It allows to represent information about resources in the form
of graph.

o RDF Schema (RDFS) have basic vocabulary of RDF. Using RDFS allow to create
hierarchies of classes and properties.

o Web Ontology Language (OWL) is extends of RDFS by adding more advanced
constructs to describe semantics of RDF statements. It allows more additional
constraints, such as cardinality, restrictions of values, or characteristics of
properties such as transitivity. It is based on description logic and it gives
reasoning power to the semantic web.

e SPARQL is a RDF query language, it can be used to query any RDF-based data
which querying language can retrieve information for semantic web applications.

e Semantic Web Rule Language (SWRL): is a rule format and important to allow
describing relations that cannot be directly described using description logic used
in OWL.
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Figure (2.3): Layers of languages used for the semantic web (Sugumaran & Gulla,
2011)
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2.7 Ontology Building

Ontology building needs some experience in the domain which we want to build
the ontology and it needs time and effort. (Noy & McGuinness, 2001) list the standard
steps involved in developing ontology, included the following:

1- Determine the domain of ontology and scope.
2- Reuse existing ontology.

3- List important terms in the ontology.

4- Define classes and subclasses.

5- Define properties.

6- Define facets of the slots.

7- Create instances.

We explained briefly these steps in Chapter 4 and we employ them to build our
SMS spam ontology.

2.7.1 Determine The domain of Ontology and Scope

This step defines the purpose and boundaries of the ontology. There are several

questions to be answered:

e What is the domain that the ontology will cover?
e For what we are going to use the ontology?
e For what types of questions the information in the ontology should provide

answers?

e Who will use and maintain the ontology?

2.7.2 Reuse Existing Ontologies

This step checks if there an ontology has been developed before in the same
subject area. If such ontology exists, it is easier to use and modify the existing ontology

more than to create a new ontology.
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2.7.3 List Important Terms in The Ontology

In this is step, we try to create a list of an expected concept terms that we can used

on the ontology development.

2.7.4 Define The Classes and Subclasses

There are several approaches for developing a class hierarchy (Uschold &
Gruninger, 1996):

e Atop-down approach starts with the definition of the most general concepts in
the domain and subsequent of the concepts.

e A bottom-up approach starts with the definition of the most specific classes,
the leaves of the hierarchy, with subsequent grouping of these classes into more
general concepts.

e Combined approaches are a combination of the top-down and bottom up
approaches.

2.7.5 Define The Properties

The classes alone do not provide enough information to answer the questions from
Step 1. We have already selected classes from the list of terms in Step 3. Most of the
remaining terms most probably to be properties of these classes.
2.7.6 Define The Facets of The Slots

Slots can have different facets such as allowed values, value type, the number of
the values (cardinality), and other features.
2.7.7 Create Instances

Finally, we need to create individual as instances of classes. Defining an
individual instance of a class needs firstly choosing a class, then create an individual

instance of this class, and finally set it in the slot values.
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2.8 Resource Description Language (RDF)

The RDF is a framework written in XML for describing resources on the web that
facilities automatic content understanding. It was developed to annotate web pages
with machine-processable meta-data. It can be used to express Knowledge
(Sugumaran & Gulla, 2011).

The design of RDF meet the following goals:
e Simple data model.
e Formal semantics and provable inference.
e Extensible URI-based vocabulary.
e XML-based syntax.
e Supporting XML schema data types.

e Allowing anyone to make statements about any resource.

RDF identifies things using web identifiers (URIs), and describes resources with

properties and property values known as RDF triple which:

e Arresource is anything that can have a URI, such as "http://www.w3.org/rdf".

e A property is a resource that has a name, such as "authorOf" or "hasname".

e A property valueis the value of a property, such as "James" or
"http://www.w3.org/lemployee/id0981" The following Figure (2.6) describe the

resource "http://www.w3.org/employee/id0981".

James
, $74
hasName
hasPrice

http://www.w3.org/employee/id0981 \ 76X XXA4XX
076 XX X4 XX

authorOf
hasName
http://www.w3.org/Book/Title/
Knowledge-Based Systems

Figure (2.6): RDF triples showing relationships between an employee, book, and
price (Sajja & Akerkar, 2012).
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RDF allows to link resources together but it cannot classify objects to classes for
example that we cannot do that person is a subclass of human. For more powerful
description language there is extends of RDF, RDF schema (RDFS) and web ontology
language (OWL).

e RDF schema, it allows a number of constraints on the individuals and
relationships in RDF triplets. It allows declaring objects and subjects
as instances of certain classes, inclusion statements between classes and
properties make it possible to express semantic relations between classes and
between properties. It is also possible to semantically relate the “domain” and
the “range” of a property to some classes.

e OWL allows to add more restrictions to knowledge representation. It categories
properties (relationships) into object properties and data properties and allows

to add restrictions on these properties.

2.9 SPARQL

SPARQL is the standardized query language for RDF, it able to manipulate and
retrieve the data stored in RDF format, the same way of standardized query language
(SQL) for relational databases. There are some similarities keywords such as SELECT,
WHERE. It also has new keywords which have not seen in a SQL such as FILTER,
OPTIONAL. (Sajja & Akerkar, 2012). The basic structure of a SPARQL query:

e PREFIX: the SPARQL equivalent of declaring an XML namespace.

e SELECT: like its twin in an SQL query, it is used to define the data that will
be returned by the query.

e FROM: identifies the data against which the query will be run, can be given in
runtime as well.

e WHERE: defines the part of RDF graph we are interested in.

e Variables: are prefixed with either "? " or "$".
An example of SPARQL query is:

PREFIX plants: <http://www.linkeddatatools.com/plants>
SELECT * WHERE
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{

?name plants:family ?family

}

In this example SPARQL retrieve all triples with a matching all the plant URIs
(subjects) and plant family names (literal-type objects) from the data.

2.10 DL Query

The DL Query provides a powerful feature for searching in ontology. The query
language expression is based on the Manchester 25 OWL syntax, it is user friendly
syntax for OWL DL that is fundamentally based on collecting all information about a
particular class, property, or individual into a single construct, called a frame
(protegewiki, 2016). An example of DL Query is:

hasGivenName value "Ayman"

in the above query suppose that we have several hundred instances of class Person in
the ontology, to find an individual named "Ayman".

2.11 Protégé

Protégé is an ontology editor, and knowledgebase framework which is developed
by Stanford University and Manchester University. Protégé is based on Java, is
extensible, and provides a plug-and-play environment that makes it a flexible base for
rapid prototyping and application development. It is a desirable tool for editing and
browsing ontologies and for performing, some reasoning operations such as
incoherence detection of the ontology. Protégé has recently embedded HermiT, Pellet

and FaCT++ reasoners to makes reasoning more convenient (Protégé, 2016).

2.12 Reasoning

One of the important tools of an ontology is the reasoned. Reasoning is the process
of inferring new information from an ontology (Sugumaran & Gulla, 2011). There are
many available reasoners today that exploit the capabilities of Description Logics. A

reasoner provides the basic core usability of ontology by testing for concept
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satisfiability, class subsumption by concept hierarchy, class consistency, and instance
checking (Wang, Zhang, Gu, & Pung, 2004).

Many reasoners use first-order predicate logic to perform reasoning. Inference
commonly proceeds by forward chaining and backward chaining. The first order logic
reasoning in description logics is based on concepts, rules, and individuals. Concepts
relate to classes in ontology language, rules are equivalent to relationships, and
individuals found in both cases. As described, reasoners allow the information
contained within an ontology to be utilized to its fullest potential to maintain and infer

information.
We use some reasoners in our research such as:

e HermiT: HermiT is a free (under LGPL license) Java reasoner for OWL
2/SROIQ with OWL 2 datatype support and support for description graphs. It
implements a hypertableau-based decision procedure, uses the OWL API 3.0,
and is compatible with the OWLReasoner interface of the OWL API.

e JENA Reasoning Agent: JENA is a Java framework for building Semantic
Web systems. It support programming for RDF, RDFs and OWL, and support
using queries such as SPARQL and includes a rule-based inference engine.
(Totewar & Chatur, 2011).

2.13 Semantic Rules

The area of semantic rules is perhaps the most important for the Semantic Web's
core technology and standards, using rules for, or with, more expressive OWL
ontologies. All rules are expressed in terms of OWL concepts (classes, properties,
individuals), which rules saved as part of ontology.

The Semantic Web Rule Language (SWRL) is a proposed language for

the Semantic Web that can be used to express rules as well as logic.
An example of human readable rule syntax:

hasParent(?s1,?s2) /\ hasBrother(?s2,?s3) = hasUncle(?s1,?s3)
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This rule fire by rule to infer new fact which mean ?s1 has parent property with ?s2
and ?s2 has brother with ?s3 then implies ?s1 has uncle ?s3.

2.14 WordNet

WordNet is a huge lexical database contains nouns, verbs, adjectives and adverbs
which are grouped into sets of synonyms called synsets. Synsets have conceptual
semantic and lexical relations. WordNet is also freely and publicly available for use
and download. WordNet's structure is a useful tool for computational linguistics and
natural language processing (Elkateb et al., 2006).

Arabic WordNet is being constructed following methods developed for
EuroWordNet (Vossen, 1998). EuroWordNet approach maximizes compatibility
across wordnets and focuses on manual encoding of the most complicated and
important concepts (Elkateb et al., 2006). Language-specific concepts and relations
are encoded as needed or desired. This results in a so-called core WordNet for Arabic
with the most important sets of synonym (synsets), embedded in a solid semantic

framework.

In our research, we use Arabic WordNet to extract synonym of SMS spam words

in the ontology.

2.15 Evaluation Method

In order to classify SMS spam or legitimate, there are different measures that we
can use to evaluate the classification approach, we choose confusion matrix to get main
performance measures for evaluation, such as Accuracy, Error rate, F-Measure,
Precision, Recall and Matthews Correlation Coefficient (MCC) (Karami & Zhou,
2014).

A confusion matrix as shown in Table (2.1) is a matrix that use to describe the
performance of a classification approach or “classifier" by test data. Which contains
the number of correct and incorrect predictions values and broken down by each class.

The confusion matrix overcomes the limitation of using classification accuracy alone.
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The steps for prepare a confusion Matrix:

1. Dataset for testing with expected outcome values.
2. Create a prediction for each row in the dataset.
3. From the expected outcomes and predictions count:
e The correct predictions number for each class.
e The incorrect predictions number for each class.
These numbers set into a matrix as each row of the matrix match to an actual class,

and each column of the matrix match to a predicted class. The counts of correct and
incorrect classification are set into the matrix.

Table (2.1): Confusion Matrix

Predicted

Spam Legitimate

Spam a(TP) b (FN)

Actual

Legitimate c (FP) d (TN)

True Positive (TP): positive instances that are correctly classified.
False Negative (FN): positive instances incorrectly classified as negative.
False Positive (FP): negative instances incorrectly classified as positive.

True Negative (TN): negative instances that are correctly classified.

The evaluation metrics were defined based on the confusion matrix, as shown in
equations (1) to (6).

Accuracy
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Accuracy (ACC) is the number of correct predictions divided by the total number
of the dataset. The best accuracy value is 1 whereas the worst is 0. It can also be
calculated by 1 — ERR.

a+d

A R)= ———
ceuracy(R) = o v a

(1)

Error rate

Error rate (ERR) is the number of all incorrect predictions divided by the total number

of the dataset. The best error rate is 0, whereas the worst is 1.

ERR = btc 2
T a+b+c+d (2)

Precision (Positive predictive value)

Precision is the number of correct positive predictions divided by the total number
of positive predictions. It is also called positive predictive value (PPV). The best
precision is 1, whereas the worst is 0.

Precision(P) = 3
recision(P) s 3

Recall (Sensitivity or True positive rate)

Recall or Sensitivity is the number of correct positive predictions divided by the
total number of positives. It is also called true positive rate (TPR). The best sensitivity

is 1, whereas the worst is 0.

Recall(R) = ﬁ (4)
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F-measure

F-measure is a harmonic mean of precision and recall.

P xR
P+ R

(5)

F — measure = 2 *

Matthews Correlation Coefficient (MCC)

MCC is used to determine the quality of classification methods, ranging between -1

and +1 with +1 indicating the best performance.

(TP xTN) — (FN * FP)

McCC =
J@TP +FP)* (TP + FN) * (TN + FP) x (TN + FN)

(6)

2.16 Summary

In this chapter, we have presented a foundation for this research. We presented
SMS spam definition and types. Additionally, we defined the semantic web and
ontology and explained the steps that must be followed to build it. We also defined
and explained the terminology of RDF, SPARQL and other tools used in the
implementation and programming our approach such as JENA, Protégé. And
explained the semantic rules and reasoning and WordNet and finally evaluation

method.

26

www.manaraa.com



Chapter 3
Related Works

www.manharaa.co



Chapter 3
Related Works

We study and investigate different works related to SMS spam detection and email
spam detection mainly using ontologies. They are introduced and analyzed with
respect to this problem to show how far these works address the research problem.
Parts of the related works can be a basis for solving our SMS spam detection problem.
We point these out during the presentation and discussion in the next sections.

3.1 SMS Spam Detection Methods

S.-E. Kim, Jo and Choi (2015) proposed a light and fast algorithm for SMS
filtering which can be performed within mobile phones independently. It employs
techniques for remove unneeded data. These techniques include data filtering, feature
selection, data clustering, etc. They select important features using relative volume of
feature values. (S.-E. Kim, Jo, & Choi, 2015)

They use WEKA tool, which is a machine learning tool to evaluate the
performance of feature selection methods such as Naive Bayes, J-48 Decision Trees,
and Logistic. They compared the performance of this method with standard feature
selection methods. The new FR (Frequency Ratio) attribute selection technique has an

advantage that it has a simple calculation formula compared to other techniques.

In this study, we notice that the result of reducing data has an advantage in
reducing the execution time but it decreases in accuracy, but our research focuses on

how to achieve more accuracy in SMS filtering process.

Delany, Buckley and Greene (2012) presented a state of the art SMS spam
detection and filtering techniques and they reviewed some of different approaches to
the SMS spam, also they discussed important issues with data collection and
availability for further research. They analyzed a large dataset of SMS spam. They
collected instances of SMS dataset by collecting messages from two public consumer
complaints websites: GrumbleText and WhoCallsMe, which have assembled a corpus

of 1,353 unique SMS spam messages. (Delany, Buckley, & Greene, 2012)
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In this study the authors identified a number of challenges and directions which
are visible now such as multilingual environments, shared data, hybrid solutions,
advanced address-based filtering, scalability and real-world deployment, industry
collaboration. The results of the work indicate that there is as yet no consensus on what

the best techniques are for SMS spam filtering.

Gomez Hidalgo, Bringas, Sanz and Garcia (2006) analyzed Bayesian filtering
techniques used to catch email spam to be applied in to SMS spam detection problem.
They built two SMS spam test collections of significant size, dataset contains English
and Spanish languages. The English database consists of 1,119 legitimate messages,
and 82 spam messages, and Spanish database consists of 199 (14.67%) spam
messages, and 1,157 (85.32%) legitimate messages. They have tested on them a
number of messages representation techniques and machine learning algorithms, in
terms of effectiveness. They have used the following algorithms: Naive Bayes (NB),
C4.5, PART, and Support Vector Machines. To evaluate classifiers, they used the
Receiver Operating Characteristics (ROC) method to make performance comparisons
among classifiers. They have performed a series of experiments with different attribute
definitions, using several learning algorithms to check if Bayesian filtering technique
can be transferred to SMS spam filtering. The results show that Bayesian filtering
technique can be effectively transferred from email spam to SMS spam. ............

In this study, we notice that we can extend the use of email filtering methods to
SMS filtering too, and all supervised machine learning give positive results in SMS
filtering specially Bayesian techniques. Naive Bayes classifiers work by correlating
the use of tokens typically words with spam and non-spam e-mails and then
using Bayes' theorem to calculate a probability that an email is spam or not, in our
research we can classify spam words using weights of spam words as instances

ontology.

Khemapatapan (2010) proposed two filtering methods for Thai-English SMS
spam message and then Applying Support Vector Machine (SVM) and Naive Bayesian
(NB) algorithms for filtering. The two filtering methods perform Thai word

segmentation to classify the words in SMS message.
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The first method modifies English-based spam message filtering perform Thai
word segmentation. They apply text normalization to remove some symbols such as a
set of number and special characters. They perform Thai word segmentation process
to classify words in SMS message before the filtering process such as SVM and NB
algorithms. Finally, they got new knowledge from filtering which it can used to update
the database to modify weight of each spam word.

The database used to store Thai and English words from dictionary, which each

row in the database contains 2 fields the word and its spamming weight.

The second method, in the Thai language may be can use some of vowel
characters. There are words have similar spelling but different means by using
different vowel characters. Sometimes users type Thai words using the wrong vowel.
Thus, semantic analysis and Thai word pre-preprocessing phase will be applied in the
filtering similar to the filtering method number 1. First of things they apply text
normalization after the SMS message is obtained. Then removing a duplicated vowel
is additionally performed in this process in order to reduce the number of irregular
words because users can type duplicated or missing vowels in some words. In the next
process, each word is separated from the SMS message after segmentation process.
Then, semantic analysis and correcting processes are applied. This process first finds
the words having no meaning by comparing against the database. Then, the process
tries to correct them by removing and/or swapping vowel characters using simple
semantic analysis. Thus, after this process all wrong or irregular words should be

modified to be corrected words. (Khemapatapan, 2010)

They use two data sets are for this purpose training and testing, for each set, there

is a total of 400 SMS messages in which there are about 120 SMS spam messages.

The proposed methods take more processing time than the previous SMS spam
filtering. In the results, the filtering method number 2 using SVM-based filtering
provide highest accuracy for Thai-English SMS messages but taking longer processing
time. However, in practical cases, the filtering method number 2 using NB-based

filtering is better due to its processing time is low and it gives an acceptable accuracy.
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In this study, we note that should remove all stop words characters from text and
make text normalization before applying classifiers.

Akbari and Sajedi (2015) proposed an algorithm called (GentleBoost algorithm)
for SMS spam detection. They tried to reduce the number of word attributes
significantly without reducing accuracy in comparison to other successful methods.
They used content of messages and tried to extract the words which are more repeated
in spam messages. They applied tokenization by removing stop words or symbols such
as “the”. For classification, they applied GentleBoost algorithm and finally by
optimizing the features and applying GentleBoost algorithm which combines features
of AdaBoostM1 and LogitBoost algorithms. They obtained only 32 word attributes
and 98.30% accuracy. (Akbari & Sajedi, 2015)

Boosting works by sequentially applying a classification algorithm to reweighted
versions of the training data and then taking a weighted majority vote of the sequence
of classifiers thus produced. The algorithm performs very well for binary classification
and unbalanced data. One of the most advantages of this method is in feature
extraction. For feature extraction, they tried to reduce the number of word attributes as

far as possible by removing unused word attributes and optimizing the features.

In this study, the authors use a new algorithm for detecting SMS spam and they
get high accuracy, and algorithm focus in the weight of words in the dataset. To reduce

the number of words, we will use only spam words in ontology.

Liu Jun, Ke Haifeng and Zhang Gaoyan (2010) proposed pattern-matching
algorithm called BM algorithm. They evaluated the system and filtering algorithms by
using the actual SMS data. The experimental data was 100,000 short messages
randomly extracted from the actual system of operators, and tested the BM algorithm
and proved that BM algorithm is suitable to run under the condition of high

concurrency and real-time environment. (Liu et al., 2010)

Using pattern-matching algorithm (BM) before filtering system, finds keywords
in text messages then sends them to the filtering system to reduce the number of test
matches and enhances the overall efficiency of the system.
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In this study, the authors use pattern-matching algorithm which will search in text
for specific pattern, but in this case no semantic use and it will search for spam words

without knowing about relations to other words.

Uysal, Gunal, Ergin and Sora Gunal (2012) investigated the impact of several
feature extraction and feature selection approaches on filtering of SMS spam. This
study extensively analyses the effects of several feature extraction and feature
selection methods together on filtering SMS spam messages in two different
languages, Turkish and English. The selected features are then combined with the
structural features and fed into two distinct pattern classification algorithms, namely
K-nearest neighbour and SVM to classify SMS messages as either spam or legitimate.
The filtering framework is evaluated on two separate SMS message datasets consisting
of Turkish and English messages. Experimental work indicated that the combinations
of bag-of-words (BoW) and structural features, rather than BoW features alone, offer
better classification performance most of the time. Efficacy of the utilized feature

selection strategies was not significantly superior to each other for both languages.

Next, we present the use of ontology in email spam detection where is able to give

better results than traditional approaches.. (Uysal, Gunal, Ergin, & Sora Gunal, 2012)

3.2 Using Ontology in Email Spam Detection

Balakumar and Vaidehi (2008) proposed a method to create an email classification
filter, It uses ontology for understanding the content of the email and using Bayesian
approach for making the classification. (Balakumar & Vaidehi, 2008)

The term “categorization” is used to refer to the classification of email based on
email content and classification indicates classifying mail into legitimate and spam.

This is achieved by two different phases training phase and online Integration Phase.

In the training phase, they used database context to build ontology as tree structure
with classes and other attributes as nodes and branches representing the relationship
between the nodes. Ontology is planned to have whitelist, category and keywords as

supper class, class and instances.
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In online integration phase the ontology is created in training phase and is
integrated to an email server or client. This phase tries to categorize the incoming email
based on the trained keywords in ontology database. This phase includes checking the
senders address, tokenizing the incoming mail, and verifying whether the email is
spam, compare the tokens with that in ontology database. For each keyword obtaining
the probability of dependency with respect to each category, then compute the overall
probability for each category using Bayesian formula, save the email into a folder with

the category name having an overall probability among all the other categories.

With a simple dataset, it is found that 98% of the email has been successfully
classified as spam and legitimate, about 9500 has been categorized successfully. The
ontology can be effectively used to learn an email and to classify the incoming emails

into folders according to the content of the email.

The authors use ontology for email spam and they put content of emails in the
ontology and they use machine learning classifier such as Bayesian, but in our
research, we try to use semantic rules in ontology to classify contents using an external

algorithms classifier.

Youn (2014) proposed two levels of ontology spam filters: a first level global
ontology filter for each user to increase spam filtering accuracy and a second level
user-customized ontology filter which is user-customized, scalable, and modularized.

It can be embedded to many other systems for better performance.

A global ontology was created with a 2108 email dataset (42.82% are spam and
57.18% are legitimate email). The tfidf mechanism was used as a feature selection
algorithm. In the Weka, the C4.5 decision tree algorithm was used for email

classification.

Through Weka, apply the classifier and obtain the results, then the classified
results are converted to RDF file. The RDF file is send into JENA which provides a
programmatic environment for RDF, RDFS, OWL, and SPARQL and includes a rule-

based inference engine.
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The challenge they faced was mainly to make C4.5 classification outputs to RDF
and to give it to JENA, i.e., interfacing two independent systems and creating a
prototype that actually uses this information that flows from one system to another to

get certain desired input. In this case, it was the classification of email.

The use of the global ontology filter showed about 91% of spam filtered, which is
comparable with other methods. (Youn, 2014)

The authors depend on Weka tool to classify email then convert results to RDF
file to send it to JENA, and then they can be using JENA feature to query and print
results, but in our research the knowledge base SMS spam ready for use by JENA rule

and classification depending on semantic rules.

Kiamarzpour, Dianat and Sadeghzadeh (2013) introduced a new method to
classify the spam by combining the output of several decision trees and the concept of
ontology. They have used the SpamBase Dataset, Weka and JENA to build the
ontology. The database SpamBase contains 4601 emails of which 39.4% are spam and

60.6% are valid emails.

The first step is to make a smart decision tree, and then obtain the ontology based
on the classification of trees j48. The second step is to map the decision tree to the
ontology and then get a query from the obtained ontology and give it a test Email and

determine whether it is a spam or not.

They have used 4101 emails in training session and have built the trees by the help
of software Weka and converted them to the ontology format. They got the query from
this ontology for the test stage and give them 500 test emails for classifying them into

two groups of spam and valid emails.

They have compared the obtained results with the results of two methods SVM
and Naive Bayes which are the most common Email classification methods; thus They
have found that the results obtained from voting the decision trees between two errors
of considering the spam instead of valid email (FN) and a valid email instead of spam

(FP) establish a reasonable balance.. (Kiamarzpour, Dianat, & Sadeghzadeh, 2013)
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3.3 Using Ontology in SMS Spam Detection

Balubaid and Manzoor (2015) proposed ontology based SMS controller. The
proposed system is Android-based application which analyze the text message and
classify it using ontology as legitimate or spam. The proposed system use algorithm
for SMS incoming to verify the spam messages, comprised of three steps Pre-
processing, content analysis and spam classification. It study focused in content
analysis by loading synonym and hypernym from ontology. Each concept is compared
with the spam concepts one by one and matches are stored in a separate resultant set
with labels O for Original, S for Synonym or H for Hypernym. The collective spam

score of the resultant set is calculated by adding all individual concept scores.

This study is in line with our research to use ontology to detect SMS spam, but
this study focused in building the solution in client side in mobile phone side which is
not available for all people and not all people accept to install new application in their
phones. (Balubaid & Manzoor, 2015)

Cao, Nie and Liu (2011) proposed a systematic frame model of ontology-based
mobile phone spam messages detection system, which automatically detects and filters

spam in real time, the frame model contains:

- Spam initial-detection module: where the information from the users in the
white list may be sent directly and it is filtered directly if the sender is in the

blacklist, etc.
- Mobile phone spam ontology model which stores SMS.

- Ontology mapping module which formalize the information from the external,
and generate mapping rules in accordance with the structure of ontology model
of mobile phone spam.

- Mobile phone spam detection module executes ontology reasoning and
semantic similarity calculation for the newly acquired information and the
samples in spam ontology samples database and determines the spam

probability according to the calculation results.
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- User credit calculation after identifying the spam the user credit will be
calculated and it will be sent to administrator interface system to manage the

blacklist automatically.

- Administrator interface is used to intercept messages or close the

corresponding functions of the mobile phone number.

In this study we should divide our approach to different modules and the
administrator of the system should accept filtered SMS or blocked it after system
classified it. (Cao, Nie, & Liu, 2011)

3.4 Summary

We presented a review of SMS spam detection works which we divided into three
categories. In the first category, we studied different approaches of SMS spam
detection such as SMS classifications using Naive Bayesian, neural networks, string
matching algorithm. In the second category, we focused on ontology-based approaches
in spam detection for emails. In the third ontology-based approaches in spam detection
for SMS. We conclude that SMS have common factors with email. The results of the
reviewed works demonstrate that span filtering and classification techniques can be
effectively transferred from email to SMS. The use of modern techniques such as those
from Semantic Web and ontology can effectively help to detect SMS spams with
acceptable accuracy. In other side, the authors not used reasoner to classify SMS as
spam or legitimate, which they used another algorithms as classifier, but in our
research we try to use reasoner as classifer, and they not used synonyms of spam words

and relation between this words.
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Chapter 4
Arabic SMS Spam Ontology

In this chapter, we present the steps to develop the Arabic SMS spam domain
ontology to be used as a basis for detecting and classifying Arabic SMS messages.

Additionally, we present the evaluation of Arabic SMS spam ontology.

The ontology content is related to spam words domain and is collected from a
number of SMS spam corpus. The SMS spam ontology developed with the assistance
of SMS provider in Palestine. The advantage of the ontology model is that it is easy to
be extensible, the possibility to manage additional information that might be related to

the detection results.

We use Protégé to build the ontology which is one of the most widely used
ontology development that defines ontology concepts (classes), properties,
taxonomies, various restrictions, class instances and rules. It also supports several
ontology representation languages, including OWL (Jain & Prasad, 2014). Building
the ontology consists of the following steps as present in section 2.7:

e Step 1: Determining the domain of ontology and scope.
e Step 2: Reuse existing ontologies.

e Step 3: Overview of the ontology.

e Step 4: List the important terms in SMS spam.

e Step 5: Define classes and subclasses of SMS spam.

e Step 6: Define the properties of classes.

e Step 7: Define the facets of the slots.

e Step 8: Create instances of spam words.

4.1 Determining The domain of Ontology and Scope

Developing ontology without any purpose is not a goal in itself. Ontology is a
model reflecting a particular domain built for a particular use. It is an abstraction of a

domain determined by its future usage and by future extensions that are already
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anticipated. Defining the SMS spam ontology domain and scope requires answering

some basic questions:

1.

2.

3.

What is the domain that the ontology will cover?
The ontology covers and captures the structure of SMS message and spam
classification of message, which is a specific and limited domain serving the
purpose of using the ontology in detecting spam messages.
What is the use of the ontology?
The ontology is to provide a knowledge base of SMS spam. It will be used in
a system to detect and classify spam messages in Semantic Empowered Web
applications.
What types of questions would be answered by the information
contained in the ontology?
The ontology would provide answers to questions related to SMS spam such
as:
e What is the structure of SMS messages?
The structre it means the parts of SMS which contains the sender name
of SMS and mobile and text.
e Isthe SMS messages spam or legitimate?
The reasoner check and give result if SMS is spam or legitimate.
e What is the common spam sender names?
The ontology retive common blocked sender name by SPRQL query.
e What is the type of spam?
Such as (scam , commertial, political, phishing).
e What is the spam words and synonym and relations with other words?
For example, “s_xs” (march) has synonym s jalas”,
e What is the spam words weights?
“o_me” (march) has weghit 0.5.
e Why this SMS is spam?
the reasoner can give reason why this SMS is spam depending on spam

classification.
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4. Who will use the ontology?

The proposed ontology will be available to the web system, for any developer

to reuse it, or for any BulkSMS providers that are interested to detect and

classify SMS spam to protect customers of operator from SMS spams. It must

be clear and scalable to add any possible developments for this domain.

4.2 Reuse Existing Ontologies

This step is to ascertain if there exists ontology that is developed previously in the

SMS spam area. If such ontology exists, it is easier to modify the existing ontology to

suit ones needs than to create a new one. Existing ontology, such Youn (2014), do not

separately cover the content of SMS and sender name structure. Therefore, after

reviewing such ontologies, we decided to design our own ontology that both covers

the SMS structures and message contents. the purpose of detecting and classifying

SMS spam message within the proposed approach.

4.3 Overview of The Ontology

We develop a specific ontology for Arabic SMS spam that consists of the structure

of SMS classes, the main classes in the ontology shown in Figure (4.1).
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Figure (4.1): Main classes in the SMS spam ontology
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We identify some Arabic spam words and match their synonyms from WordNet
which are needed in the process of SMS spam detection in our approach. Table (4.1)
show ontology metrics which includes a number of classes, object property, and data

properties in SMS spam ontology.

Table (4.1): Ontology metrics

Axioms 501
Logical axioms 321
Declaration axioms 176
Classes 21
Object properties 12
Data properties 7

Individuals 135

4.4 List The Important Terms in SMS Spam

This step can be viewed as a brainstorming activity in which we list the words that
we want to use, to demonstrate the ontology terms, and the properties that may have.
We also benefited from the collected SMS spam to get the knowledge about spam

terms.
The following questions guide our brain storming activity to determine the terms:
1. What are the main terms that we want to talk about?

The main terms we need to talk about SMS message parts such as sender name,
text, and spam words in text message.

2. What are the properties of these terms? What is needed to be said about those
terms?
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e “TextMessages” term has the following properties “Jw e ~u” (has_sender),
“e a3 (contains_to), SMSClassification, sl cww” (block_reason),
“aia?™ (classification), "k, e 5555 (contains_url), ”a8, 4 (has_number)

e “ArabicSpamwords” term has the following properties “dai 2 ¢ (has_verb),
“Aagily Jaii )07 (has_revile), “ize 4 (has_synonym), “clS« das 5 (has_place),
“0Js & (has_weight).

e “Sender” term has the following properties “3)sbaall Jilu ll  2ae”
(no_blocked_sms), ”_ skas”(blocked_sender).

We can use these property terms to make it object properties and data properties in

SMS spam ontology.

4.5 Define Classes and Subclasses of SMS Spam

This step defines classes (concepts) used in the ontology domain. We define
classes and sub-classes related to the ontology domain. Table (4.2) contains the
ontology classes where ArabicSpamWords is the most general concept, the super

classes are shown in bold which is the top of hierarchy of the structre of classes.

Table (4.2): The Arabic SMS ontology classes and subclasses

1 Ay SMS Represents the main class of SMS spam
2 Represents the type of sender of SMS
Juusall anl Sender _ _
alphabetical or numeric
3 ) Represents type of sender using
g alpha )
alphabetical characters
4 i ) Represents type of sender using numeric
=) numeric
characters.
5 el Text Represents all classes contain spam words
6 4 ) clals Represents all classes contain Arabic spam
. ArabicSpamWords
dac 3al) words
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7 Represents the main Arabic spam words

[LIXEN Event classes which include adult, commercial,

political, and phishing.

8 b Adult Represents the adult Arabic spam words
9 ) Represents the commercial Arabic spam
okl Commercial
words
10 - Represents the political Arabic spam
(el political
words
11 o Represents the phishing Arabic spam
Aal Phishing
words
14 o Person Represents the important persons.
15 Jad Verb Represents the important spam verbs.
16 O Place Represents the important spam places

18 Al pai TextMessages  Represents the words of message sent.

After determining and defining classes, we create the class hierarchy in protégé
OWL as shown in Figure (4.2). The class hierarchy contains SMS attributes such as
mobile numbers and sender name. The sender name, for instance, is divide into two
subclasses; alphabetical sender name and numeric sender name. The class Text
(message text) contains a number of spam sub classes such as “&as” (event) which in
turn contains subclasses “alL” (pornographic), “lw” (political), “wo”
(commercial) “xx=5" (phishing). Other important classes may have relations with spam
words such “gly” (time), “0\Ss” (place), “w=x&" (person), WordNet_synonym.
Finally, there is the class TextMessages which is used to store SMS message id.

SR fyl_llsl )

www.manharaa.com




Class hierarchy: owl:Thing
% o H Asserted ~

v- O Text
v-- @ ArabicSpamWords

----- @ Word_Weight
----- { TextMessages

Figure (4.2): The class hierarchy of the Arabic SMS spam ontology

4.6 Define The Properties of Classes

After define classes, they do not provide enough information about our questions
in step 1 so we define object properties (relations) among classes as a requirement to
come up with the ontology. Creating object property plays important role in connecting
classes (concepts) of the ontology in our Arabic SMS spam ontology domain. We used
11 object properties that connect the important concepts which have relations with

each other that are illustrated in Table (4.3).
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Table (4.3): Object properties of the ontology classes

o pnal
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11 ball s

has_sendername
contain_of
has_place
classification
has_sym
has_verb
has_ discrepancy
has_mobile
has_weight
has_ insult

blocked_reason

TextMessages
TextMessages
Gaaa
TextMessages
ArabicSpamWords
s
ArabicSpamWords
TextMessages
ArabicSpamWords
ArabicSpamWords

TextMessages

Sender
Text
O
SMSClassification
WordNet_Synonym
J=d
ArabicSpamWords
Mobile
Word_Weight

.

-

SMSClassification

On of the important object properties is “—xua? (classification) which is used to

classify new message as spam or legitimate.

Then, we create data properties including their domains and ranges, we used 6 data
properties that connect the important concepts which have relations with each other
that are illustrated in Table (4.4).

Table (4.4): Data properties of the ontology classes

1 L) e (ssia3 Has_url TextMessages String
2 epshadl Jilu )l sae Contain_of sender Int

3 Ly, Ao Has_place dual String
4 Ay A classification TextMEssages Boolean
5 Dshaa Has_sym Sender Boolean
6 ST Message_weight = TextMessages Double
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An example of a data property is “s_ shaall Jilu )l 322> (no_sms_blocked) which
relates instances of the domain SurpriseSMS to data value as shown in Figure (4.3).

base: s skhaall il e
Base: SurpriseSMS5S e — — @

Figure (4.3): An Example of data property “c_shaall Jilu )l 23>

After determining object properties and data properties, we create them in protégé
OWL. Figure (4.4) shows object properties in protégé and Figure (4.5) shows data
properties in protége.

Object property hierarchy: owl:topObjectPropeT8E=

ﬂ (= ﬂ Asserted ~

a- S ] Asserted - I

owl:topDataPropert
S DY -TW U R
, -L__,;J_dd
-

Figure (4.5): Data properties shown in Protégé
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4.7 Define The Facets of The Slots

Slots (sometimes called roles or properties) have different facets (sometimes
called role restrictions) that describe value types, allowed values, the number of the
values (cardinality), and other features of the values the slots can take. For example,
data property of “_ skss” (blocked) is Boolean, and the “k, 4 (has_url) has string
value, “o_shaall Jilu)ll 222> (no_sms_blocked) has int value. In Figure (4.6) show
how to add data restriction by Protégé.

ANNuLdLuINs

% jghne X

Built in datatypes | Data range expression

@ owlrational
@ owlreal

@ rdf:PlainLiteral
® rdf:XMLLiteral
© rdfs:Literal IEHE
® xsd:anyURI
® xsd:basetdBinary
® xsd:byte

® xsd:dateTime
® xsd:dateTimeStamp Domains (intersection)
® xsd:decimal Sender

@ xsd:double
9 doat e ®
® xsd:hexBinary
® xsdint

® xsd:integer
® xsd:language
@ xsd:long

I

Equivalent To

SubPropery Of

Disjoint With

0K Cancel

Figure (4.6): Creating data restriction
Value type: This describes the different types of values a property can take. For
example:
1- String: The property “kil, 4 (has_url) has the value type string, which mean
the domain of properties have range string value of blocked URL as shown in
Figure (4.7).
2- Number: The property “s_ shaall Jilu )l 222 (no_sms_blocked) has the value
type integer, which mean the domain of properties have range value number of

blocked messages as integer value. as shown in Figure (4.7).
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3- Boolean: The property “_ s> (blocked) has the value type Boolean, we used
this for true—false flags that mean if sender name is blocked then value should

be false. as shown in Figure (4.7).

Comains (intersection)

Domains {intersection) Domains (intersection)

© Sender @ = @ Sender
Ranges Ranges Ranges

@ xsd:boolean @ xsd:string ® xsd:int
Disjoint With Disjaint With Disjoint With

Figure (4.7): Example of different data types

Allowed values: This represents values allowed for different properties. The property

“OSa Lasi 3 (has_place) has allowed values are “as (event) and “0lS<” (place) as

show in Figure (4.8).

Damains {intersection)

DP=TTY

Ranges (intersection)

L Ty

Figure (4.8): Example of allowed values of slots

Cardinality: A property can have single value or multiple values. Cardinality defines
how many values a property can have. For example, the property “dwall aul”

(has_sender) has exactly 1 Sender as show in Figure (4.9).

SubClass 0f +
O s5MS
0 Jupall et exactly 1 Sender
0 <<= exactly 1 SMSClassification

Figure (4.9): Example of cardinality
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4.8 Create Instances of Spam Words

The last step is creating instances so we created the individual instances of all
classes in the hierarchy of the ontology. Creating instances (individuals) is a very
important step to enrich the ontology with direct relation with classes and sub-classes.
For example, the class “ws_a% (commercial) have several instances which include
“za” (win),” &3P (subscribe), e ¥la” (award) etc. Figure (4.10) depicts some of

these instances.

Class hierarchy | Class hierarchy (inferred) Instances: MEEE

¥ X |

Asserted For: '—s_lL-'U

v-- @ owl:Thing L .
Y- ) SMS & o g
I- Sender &
: SMsClassification & .5
v ArabicSpamWords ® s
e WordNet_Synonym ey )
: . ]
L i AL ‘ Jiga
- [P= & i
: i ® =
..... Skl ‘ s
..... "-ﬁ!i-" '.‘ e
..... in_. ‘ Jn!_.‘
..... 5a & L

TextMessages *
L =T
& i
L
& s
L
& ol

L X

Figure (4.10): List of some ontology instances

4.9 Evaluate Ontology

Before evaluating the ontology, we run HermiT reasoner to check whether or not
the ontology is consistent, HermiT can handle OWL DL safe rules and the rules can

directly be added to the ontology. Reasoning performed by testing the consistency of
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a number of knowledge bases derived from the original ontology. We get new or

hidden knowledge utilized in the ontology.

In order to evaluate the ontology, we use the Description Logic Query (DL-Query)
that is a standard Protégé plugin and we can show explanation of reasoning for the
result by DL-Query, and the SPARQL RDF Query Language (SPARQL).

Example 1:

e The question: what are the commercial spam words related with verb “z_”” (win)?
e Reasoner: HermiT 1.3.8.413.

e Query type: DL-Query.

e The query: J=i s value =)

e The result of the query is shown in Figure (4.11) which returned the spam

commercial words related with the verb “z_(win).

= %

Query (class expression)

J=t 2= g value =

Execute | | Add to ontology

Query results

Instances (23) - Direct superclasses
.:ﬁ-'.._l_n
Superclasses
’\__n_n .
Equivalent classes
L T .
Direct subclasses
o
¥| Subclasses
=
PO ¥ |Instances
’ﬁ-ﬂﬁ
P il
“;'IJ!"' -

Synchronising

Figure (4.11): Query for all spam words related to the verb “z_" (win)
The result show that all individuals have relation with verb “Jd=8 2 & with “z)”
(win), Figure (4.12) show justification for the result “s_lw (car). We use owl:sameAs

and the reasoner inferred new facts.
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Explanation 1  [] Diplay iaconic explanation

Explanation for: =l Type dws 4 avalue =l
J<t SameAs J-
s 55 SameAs =l
J<I SameAs =
Jugh Jud am gy s 580

Figure (4.12): Justification result of query spam words related to the verb “z_” (win)

Example 2:

e The question: what are the political synonym spam words of “s_ s (march)?

e Reasoner: HermiT 1.3.8.413.

e Query type: DL-Query.

e The query: iz 4l value s and oulow

e The result of the query is shown in Figure (4.13) which returned political synonym

spam words related to “s_ (march).

Query (class expression)

=a_ddvalue s_sw and b

| Execute| ‘ Add to ontology

Query results
o
o
@ e
LIS
@
=
L o
-5
s
L
L
L
L
*
L TFTN
&
L T
L =T

Figure (4.13): Query for all political synonym spam words of ““z_" (march)

The result show that all the political individuals have relation with “ze 4”
(has_synonym) with “c_xs” (march), Figure (4.14) show justification for the result
“aia” (crowd), we use owl:Symmetric, owl:Transitive for object property “size 417
(has_synonym) and the reasoner match rule

ol Lalu Zyl_ﬂbl )
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“embs(?word) N Sxe 4l(Pword, 2m) -> ~Ls(?m)” and inferred new facts.

Explanation 1 Dizplay lzconic explanstion

Explanation for we Type csbuw and (o= dvalue = wws)
e ?word), == «(?word, ?m) ee(?7m)
Symmetric: J=a o
At ma 4l peal
Transitive: i=s 4
s jtn iz _al sead

i Type

Figure (4.14): Justification result of query political individual have relation with

“=e 4 (has_synonym) with “_w” (march)

Example 3:

e The question: what is the spam messages classified as spam?

e Reasoner: HermiT 1.3.8.413.

e Query type: DL-Query.

e The query: «xuaivalue SPAM

e The result of the query is shown in Figure (4.15) which returned all messages

classified as spam.

Query (class expression)

it value SPAM

Execute | Add to ontology

Query results
Subclasses (1 of 1)
owl:Nothing
Instances (4 of 4)
#3cc3e8c9-d2ae-4908-b40d-fc0908ae1926
#a34e4731-f8ad-485a-9ce5-6b30ab3057a7

#df604c61-73ec-4428-93c2-af59c1a79377
#®e259faBe-e9f4-4391-a685-8de1f06c69a8

Figure (4.15): Query for all SMS classified as spam

The result show that all messages individuals which classified SMS spam, Figure
(4.16) show justification for the result of message id “cc3e8c9-d2ae-4908-b40d-
fc99082ae1926”, we use owl:Symmetric, owl:Transitive for object property

has_synonym “i=« 41 and the reasoner match rule:
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“TextMessages(?msg) ~ e ¢ss3(?msg, ?word) A e s3(?msg,
= A(?word, ?7m) A bes(?mM) A dad aa (?m, ?2X) ->

aai(?msg, SPAM) A Jball cas(?msg, k)" and inferred new facts.

Explanation 1 [] Dispisy tzconic expiznation

Explanation for: 3cc3e8c9-d2ae-4908-b40d-fc9908ae1926 Type cuww<ivalue SPAM

Symmetric: =s 4 ALL
3cc3e8c9-d2ae-4908-b40d-fc9908ae1926 = pwe o g4l ALL
3cc3e8c9-d2ae-4908-b40d-fc9908ae1926 Type TextMessages MO
FETWPIL RPN P ALL
AS AT JaB tm gt mand ALL
i Type o ALL
3cc3e8c9-d2ae-4908-b40d-fc9908ael1926 AL 5 o g ALL

TextMessages(?msg), .t_saY?msg, ?word), Jo_s5=?msg, ?x), S «(?word, ?m)’AEEL’“(?m)’ e

m, ?x) - > —i?msg, SPAM), shal cw(?msg, )
Figure (4.16): Justification result of query classified as spam

Example 4:

-

e The question: What is the synonym of the “ageax3’?
e Query type: SPARQL.
e The result of the query is shown in Figure (4.17).

Snap SPARQL Query:

PREFIX rdf: <http:/fwww.w3.0rg/1999/02/22-rdf-syntax-ns#>

PREFIX owl: <http://www.w3.0rg/2002/07 /owl#>

PREFIX rdfs: <http:/fwww.w3.0rg/2000/01/rdf-schema#=

PREFIX xsd: <http://www.w3.0rg/2001/XMLSchema#>

PREFIX a: <http://fwww.semanticweb.org/ayman/ontologies/2016/7/sms£ >
SELECT ?Zsynonym

WHERE {

75 a: o=« Z5ynonym

FILTER(?s =a:ss3)

apol
a:glai=l
adclaz>
a:Jouh
ERE
aRo>
a:, pilzo
al o=y
ani=|
a:Riualy
a: Jissy
a:, wass
aradndi_ic cliydl
acleac

Figure (4.17): Query for all synonym spam words of ““aasi”

Example 5:

e The question: What is the sender name which is blocked?

e Query type: SPARQL.

ol Lalu Zyl_ﬂbl )
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e The result of the query is shown in Figure (4.18).

Snap SPARQL Query:

FREFIX rdf: <http://fwww.w3.0rg/1999/02/22-rdf-syntax-ns#=

FREFIX owl: <http:/fwww.w3.0rg/2002/07 fowl£ =

PREFILX rdfs: <http://www.w3.0rg/2000/01/rdf-schema# =

PREFIX ®xsd: <http:/fwww.w3.0rg/2001/XMLSchema# =

FREFIX a: <http://www.semanticweb.org/ayman/ontologies/2016/7/sms# =
SELECT ?sender

WHERE {

?sender a:_sk= true

h

a:Melody
a:SurpriseSMS
a:Guessing

Figure (4.18): Query for all blocked sender name

The SMS spam ontology is built to reflect the SMS spam domain. Since the
domain is related to the Arabic language in terms of the content/text of the SMS
message, it is difficult to cover the whole domain in the hierarchy and the relation of
the ontology. Therefore, we need to resort to other means to enrich the ontology. One
way is to use Arabic WordNet to support the ontology instances by word synonyms.
This is important to achieve better results in classifying SMS messages as will be
presented in Chapters 5 and 6. Additionally, we need to define a set of semantic rules
based on the ontology as a necessary step to classify messages reflecting the manual

process of filtering. This is presented in Chapter 5.

4.10 Summary

In this chapter, we have described the development and evaluation of the Arabic
SMS spam domain ontology. We followed an ontology development steps to build the
ontology. At the beginning, we identified the domain and scope of the ontology. Then
we defined the terms and the properties. We have used the ontology development
protége OWL to implement and realize the ontology. We have added individuals to
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ontology (i.e. creating knowledge base) and explained some of the factors that are
related to the values of some properties. Then we have presented an evaluation of the
ontology and proved that the ontology has answered all questions and returns the
correct results. In the next chapter, we build the approach that uses the Arabic SMS

Spam ontology to detect and filter spam messages.
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Chapter 5
Arabic SMS Spam Detection

This chapter discusses the design and development of an approach used for
applying real time SMS spam detection, classification and hence filtering. The
approach depends on the Arabic SMS spam ontology to check the text of the message

and to make sure that a message is spam free.

We first describe the overall structure of approach, then describe the elements of
the approach and the processing steps of the approach based on the functionality of

these elements.

5.1 Overall Structure of The Approach

The SMS spam detection and classification approach consists of the following

modules as shown in Figure (5.1).

Web Application Knowledge Base Interface

)

= Send
- SMS
‘ Querying Module |——

User

-

* Synonym Module

SPAM Classifer
Module i : )
i Knowledgeb: <+
* Reasoning Module (Ontology +
h Send SMS Instances| )
& Module -
Domain Expert

Handset (SMS providers)

Y

Pre-processing

Figure (5.1): Structure of the SMS spam detection and classification approach

SMS Spam Knowledge Base: The most important part of our approach is the
knowledge base which consists of two parts. The first part is the SMS spam ontology.
The second part is the SMS message instances that are inserted and linked to the
ontology and contains vocabulary of SMS spam words and semantic relations between
these words together with weights of these words. The knowledge base is the ultimate

target for classifying and detecting if an SMS message is spam or legitimate.
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Synonym Module: Through this module, ontology terms and instance can be related
to the synonyms from Arabic WordNet to enrich the knowledge based with new
vocabulary. This enrichment helps to keep the knowledge based updated, hence,

improves the SMS message classification and spam detection.

Querying Module: Through using this module, it can answer very specific quires with
reasoning that would be difficult to looking it at ontology directly. We can use
SPARQL queries to extract, filtering, classification with your data, and to summarize

knowledge from the proposed ontology.

Reasoning Module: This module includes an OWL inference engine (i.e. JENA
Reasoner). All inferred information is stored as new triples in dictionary thus exposing
them to the queries. This enables the declaration of derived classes or the declaration
of further property characteristics (e.g. transitivity and symmetry of properties) and
the semantic rules. The Reasoning Module was implemented in Java by using the
JENA API. It utilizes the rules to get best classification of SMS.

Spam Detection (Classifier) Module: This module will receive SMS from the user
through the web application then decides if the SMS is spam or not by sending some
specific classification rules to the reasoning module to applying and running it on the
ontology, then using the querying module to get the results from the ontology, finally
will send these results to the send SMS module to send SMS if not spam.

SMS message Sending Module: This module is responsible for sending SMS to

mobile operators to deliver it to handset users.

User Web Interface: We implemented a prototype for the proposed SMS spam
detection approach using Java and JENA library to perform reasoning and querying in
the knowledge base, HTML web page for user interface which is used by clients to
send SMS requests as shown in Figure (5.2) and is used by the administrator to add

new spam words to the SMS spam knowledge base.
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Figure (5.2): User interface for sending SMS messages

5.2 Functionality of The SMS Spam Detection Approach

The overall functionality of the approach is illustrated in Figure (5.3) and is explained

in the following steps:

Step 1: The user sends an SMS message using the web interface shown in Figure (5.2).
Step 2: The SMS message is processed by performing tokenization, stop words
removal and tagging.

Step 3: The processed message is transferred to the classifier to decide of it is spam or
legitimate. To perform this classification, the classifier depends on the knowledge base
(the ontology and stored SMS spam instances), a set of SMS spam detection semantic
rules, reasoning to infer spam filtering and classification and a SPARQL queries to
return the classification result.

BRE fyl_llsl )
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Step 4: If the classification results in the SMS message as legitimate, the message is

sent to the handset of the user(s).

Step 5: If the classification results in the SMS message as spam, the message is added

to the spam knowledge base and the spam words weights and sender name rank are

updated.

At any time and irrespective of the above steps, the SMS provider can enrich

the knowledge base manually with new SMS spam words, after making necessary

preprocessing on manually classified messages, setting new weights probabilities for

these spam words.

O

* Incoming SMS

User

) J

Message Processing
Tokinization
Stop Word Removal

O

5MS
L J

Messages Processing
Tokinization
Stop Word Removal

Provider

Add spam words
Make relations
set probability weights

Knowledge

Classifer <+

base

Is SMS spam

Send SMS

Figure (5.3): SMS spam detection
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On the following sections, we describe and discuss the detailed steps and elements of
the approach. We start with the data collection step.

5.3 Data Collection

Preparing and collecting the corpus is one of the most important stages in the
research project. The corpus is a collection of SMS messages. we collected about
nearly 1409 SMS messages. They were collected manually from local SMS providers.

The collected messages are chosen from classified area like “ " (Politics), “L)”
(pornographic), “s_la3 B3 (commercial Scam) and “x=%" (Phishing). In Figure

(5.3) show commercial SMS spam dataset collected.

no Sender text Class type
1 Turkish 37189 0" G Ju )l &l i) By 21 200 g " S et o € L jal) il iaad 2T spam é_)lg[
2 TASHBIK.COM 37775 ) o A8 o1 i 00 102 SMS 45 500 Lo Lol spam g
3 Tadabor 16147 o e Joatl Jualilly b 00 37929 )l "l ot ) i) o1 o s a0 1 80 5310 a5 spam gl
4 SurpriseSMS Ll g 28 ooty Alon Jul 5150 10 o s of U sy g 30 g ) llalie By (o W a0 il s o il g e spam & )l
5 SurpriseSMS 15165,.1e- Blas ol I )y eslition it oy 000 ¥ Loy S g 20 551 o oy a8 jiall 303 Sp@m B
6 SurpriseSms o il e 380 10 juw 37015 350 SUB LS g yiat 4l y Ju ) &l gl Jas 1 _.Jlﬁ,w__\j%iaﬂxjd‘amgag5h_.éﬂ; spam Ssd
7 SpicyNews 37918 )8 "0" a1 A el elad o Lo o Clasles a5 21 20 0 s spam g
8 Sandouk 15103 Lo Bl Joath Jucalit, 1 30 375193 50 e 15 2y o) 00300 75 pial® i p 30 2015 S 5155 5w ) spam e
9 Rotaniat 15973 oo Bl et Juosdil 1520137845 0 " s @l juint) ol Lo 1y e S il el 52sl] Spam gl
10 Personality a1yl 37194 250 2/12/1990 e v 05 oyl 5200 Zesil) e llaa gl o (oo, "slinad e a8 53 spam e
11 Personality shagpall T £ 14" J0 37795 350 el 38158 30 e oy Kall dladlse g Jul it G of ) ot Clia el spam &)
12 NabedWatan 37903210 il Fs e fll o e Atk ) a5 LKD) Jual spam B
13 Monajah ) o Ul il Jucalilly 15300 37792 30 "l Jujf ol o) 5l o o oS AT e oY) Lealy dlalia ) spam Ssd
14 Melody 37929 0" i gl 0 Mg 3 #1200 5500 0o il Jsl o3 spam g
15 MBC 000z sl o, &l 37890 &0 " oyl lopnd ) 7 550 ke e 81 Selida i3 ol spam G
16 Love 15143 23,0 o U ol sl b pall < 37486 o )0 2" )l sl Fansl e U of 3 o sl "a” Leasy o 531 spam gl
17 Kooora 7936 5,0 " | Al 3,81 20 1 ki 555 8" 1 ool ) g o gl a1, 0l AT LS ity i spam o
18 Khusomat 37706 50 " duf 1l Lo 500 UG i o 81 il 0 T omn (a2 5 Chapnd SPEM o
19 Jobs 37953 25 0" 5l " )l 1 1330 Yjobs s s ge a3 65 daall 3@l n e s pelall cailds ) Jit) Sub ; Sl spam gl
20 [m1essing 122 o Ulaa ool Jslitl 1oy 5500 37877350 Ji ) 68 51 121 55 Jua 1zl s 30301 1555 187000 U g yanss 0531 Ja spAM s

Figure (5.3): Part of the SMS dataset

5.4 Data Preprocessing

The step of preprocessing includes a tokenization stage, stop word removal and
POS tagging stage.

Tokenization: Tokenization is the process of breaking a stream of text up into words,
phrases, or other meaningful elements called tokens. Tokens are separated by
whitespace characters, line breaks. All terms and text in ontological dictionary are
normalized for pre-processing to map them with words in the message. This involves
the following steps (Dilekh & Behloul, 2012) :
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e Remove punctuation

e Remove diacritics (primarily weak vowels)

e Remove non-letters

e Replace the ) or the T initial by bare Alif !

e Replace the 1 by the !

e Replace the < of order by the &

e Replace the s final by the ¢

e Replace the 3 final by the »

These steps are encoded programmatically in Java as shown in Figure (5.4).

for (String
value =
value =
value =
value =
value =
value =

value

value.
value.
value.

value
value

value.
Individual wn

: Words) {

replace (" "
replace ("&"
replace ("I "
.replace ("I "
.replace ("

T
r

replace ("1 "

r

wordind.addProperty (property,

)
)i
K
"y
)i
")
= pntclass.createlndividual (ns + wvalue);

wWn) ;

Figure (5.4): Replacing some characters in the process of tokenization

Stop Word Removal: Stop words are those words which rarely contribute to useful

information in terms of a document relevance and appear frequently in text but provide

less meaning in identifying the important content of the document. Those words

include prepositions, conjunctions and other high frequency words. Figure (5.5) shows

some of these words.

Lo Lgd g A IS ol S5 e aal g 40 055 s g (a e (A Gl v amg )
WSl e (50 Jon e Lo ol €y s W ey o Lol (0 el sl e (1 e g
selliag o8 oV ol agdl OV agd IS sn o las (g o8 o sSE 4l 22 8 Tt il g 1 4] (K1
S LS ade o 3 i Ll cant geb By leraia lgio sy ey of By ol 0K 0l e
JOY e A Y Lg 13 a Gum Ja 13 ) Lehe o g dme B llin Ll A i€ 06 L
O o e by il il e B sl el ol sl mal maal J) e 3V Y
128 5 53l 5 ol g adld (pdll a8l Ledll Wy gl cldal s gl e el 1508 5 Laws Jal €

S o A T sy oas oy ol g oS 4l 530 ol il Lae 5 (4S8 ) 13

Figure (5.5): Examples of stop words
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Tagging: we use a tagger in order to determine the type of a word as verb or noun.
This will be used later to classify spam verbs in “J=&” class.
An example of a data processing:
Message:
37513 sl de ja Al Juf @l A "G siall” zali g (50 2015 siud 8 (5123 98 5 jlans )"
15103 e Ulae Josil Jaliil 5 a5 e
1-Tokenization
58 37513 a8 ae )l Juyl Sl 3 (3 s0im el 0 (10 2015 ind 58 (5100 98 0 o 1"
115103 e Ulsw daadl Jualds
2-Stop word removal
Jiall Jualdi 37513 a8 a2 )l Jus )l I 31 (3 g0im geali 10 2015 ind 58 (510 98 0 lams 1"
115103 Blaw
3-Tagging
Verbs: “daail Jus ) g ),
Noun: “Ulas Jualdide & (§saia mali py sl 88 (o) sh o jlus”,
Numbers: “2015 37513”.

5.5 Word Extraction, Matching with WordNet

After data processing is performed, we need to extract words from the messages
to enrich the ontology with SMS spam vocabulary. Then match the synonyms of these
words (vocabulary) from Arabic WordNet dataset.

Then we estimating probabilities of spam words using Bayes conditional
probability theorem according to which the probability of a word given that the

message is spam can be estimated (Abdoh, Musa, & Salman, 2009) as follows:

Fs
_ Cs
M= Fns Ts

Cns Cs
Where:

Ps is the probability of a word given the SMS is spam.
Fs is the frequency of word in the all SMS spam dataset.

Fns is frequency of words in the all SMS legitimate dataset.
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Cs is the count of SMS spam dataset.
Cns is the count of SMS legitimate dataset.

After estimate probability weights of spam words we set it as instances with relation

of object property has_weight “0Js &”. As shown in Figure (5.6).

Property assertions: zu,l

Object property assertions .

Figure (5.6): Setting the probability weight for spam words

In Figure (5.7) and Figure (5.8) the code to get synonym of word from Arabic
WordNet.

41

12| [ public List<String> WN_synonym(String word) {

43

44 LWN awn = new BWN("c:\\upc db dic.uml", false);

45

16 List<String> synoums = new Arraylist<>();

47 List<5String> listltenmID = new ArraylList<>():

48 List<String> listWordID = awn.Get_List_Word_Id_Frorr._\’alue (word) :

49

& if (listWordID.size() '= 0) {

51 for (int i = 0; i <« listWordID.size():; i++) {

52 listItenmID.add (awn.Get_Synset ID From Word Id(listWordID.get(i)});
53 }

54 } else {

55 listItenmID = awn.Get_Iterr._Id_F:rorr._Na_rr.e(word]:

56 }

57

58 for (int 1 = 0; i <« listItenmID.=zize(); i++) {

55 List<String> synsetlist = awn.Get_List_Word Id From Synset_ID{listItenmID.get(i});
a0 for (int j = 0; j < synsetList.size(); j++) {

61 String synzet = awn.Get Word Value From Word Id(synsetList.get(j)}:
62 if (synset.equals(word) == false) {

63 synoums. add (synset) ;

a4 }

65

a6

a7

68 return Synoums;

69| -

Figure (5.7): Getting synonym of words from Arabic WordNet to enrich the SMS spam
Knowledge base
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As shown in Figure (5.7) the WN_synonym function has a parameter for word as
string and it returns a list of strings for synonym words. Line 44 in Figure (5.7) uses
Arabic WordNet class (AWN) API to parse XML file. After we get the synonyms of
words we need to make object property relations such as “i=« 4 (has_synonym) and

add it in ontology as instances as shown in Figure (5.8).

155

160 OntClass ontclass = model.getOntClass(ns + "WordNet Synonym");
161 Individual wordind = model.getIndividual(ns + word);

162 Property property = model.getProperty(ns + "<l _i=4");

163 Individual wn = ontclass.createIndividual (ns + value);

le4 wordind.addProperty (property, wn);

165

Figure (5.8): Adding synonym of a word from Arabic WordNet to the ontology

5.6 Building The Ontology

The ontology play a major role in the process of SMS spam classification approach.
The ontology together with the various spam words and spam messages form the
knowledge base of the SMS spam. The details of the ontology building process
together with the knowledge base is covered in Chapter 4. The knowledge base can be
enriched with new spam vocabularies through manually adding new spam words and
messages and additionally through the Arabic WordNet synonyms (see Section 5.9).
The system refers to the knowledge base to perform querying as well as reasoning
needed in the decision as whether a given message is spam or legitimate. This is aided

by a set of SWRL rules as explained next.

5.7 Create Semantic Rules

In this section, we describe the definition of a set of rules which provide
significant help to obtain satisfying results from the knowledge base. Before applying
the reasoner, we need to define important rules to make necessary to refer to the

ontology and classify SMS messages as spam or legitimate.
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Example 1:

The first set of semantic rules allow to check the sender name of SMS, which is a
numeric or alphabet characters. The numeric sender name will be blocked because it
is not allowed to be used in BulkSMS service. The alphabet sender name is checked
using another rule. If this sender name is already blocked for several reasons such as
legal issues according to the operator’s requests. An example of this set of rules is:

Rule 1: TextMessages(?msg) " Jw <l aul(?msg, ?sndr) ~ numeric(?sndr) ->
Jshas(?sndr, true)

This rule state that: if numeric "Jdw_<ll ~ul" (sender name) the message then it will
be "_shss" (blocked). The result of this rule will be used in the next rule to detect the

SMS spam messages.

Rule 2: TextMessages(?msg) " Jw <l aul(?msg, ?sndr) »
Lshaa(?sndr, true) ->
—aai(?msg, SPAM)

This rule states that: if message has a "Jw_<ll ~" (sender name), and this sender
name is "_sks<"(blocked) previously for a reason, as we mentioned before, are

"auat (classified) as a spam message.
Example 2:

The next set of semantic rules allow to check the entent of every word in the text
of the message, which is explicit or implicit meaning. We can detect the explicit
meaning by checking the name of the class that contains the desired word. If the word
is classified as spam such as "=LI" (Pornographic), the message is classified as spam.

An example of this set of rules is:

Rule 3: TextMessages(?msg) * e s s=3(?msg, ?word) ~ ~UI(?word) ->
caiai(?msg, SPAM) A Lhall cuw(?msg, L)

This rule state that: if the messages has a word that included in the spam class

"U" (Pornographic), then it classified in class "—wai(classify) spam.
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We can also detect the implicit meaning of a word by weight calculation of the
message by summation of every weight of the included words by summation function.
That can not make it in rule due to JENA Rules and SWRL Rules is monotonic rules

so the counting, modification not supported.

Rule 4: TextMessages(?msg) ~ 4wl o) 5(?msg,?msgWeight) »
swrlb:greaterThan(?1, ?msgWeight) ->
anai(?msg, SUSPICIOUS)

This rule state that: if a text messages has a message "l 55"
(message_weight) and if the weight of the message is greater than "1", then the
message will be considered suspicious message, to enter again to another checking
phase. The result of previous rule will be used in the next rule to detect the implicit
spam meaning of SMS messages by checking the relations of words to other words

that included in the message. An example of this set of rules is:

Rule 5: TextMessages(?msg) " e s 53(?msg, ?wordl) A
sl 5(?msg, ?word2) ~ differentFrom(?word1, ?word2) »
@ o3(?wordl) A d=8(?word2) A J=8 2 sy(?wordl, ?word2) A
—anai(?msg, SUSPICIOUS) ->

Canai(?msg, SPAM) A Lhall cuw(?msg, otal)

This rule state that: if a text messages contains a two different words "word1" and
"word2", and the class name of the first word "word1" is classified as a spam such as
"3 (commercial), and the second word "word2" is a "J=&"(verb), and there is
relations “J=8 2 o (has_verb) for “word1” and “word2” and the classification of the
text message is "SUSPICIOUS" based on the Rule 4, then the message is considered

a spam message for "_a3" (commercial) reason.
Example 3:

The next set of semantic rules allow to check the synonym of every word in the
message weather, it has a spam meaning or not and this is by adding the new synonym
to the class that contains spam words. Some examples of these set of rules, the first

oneis:
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Rule 6: TextMessages(?msg) * e s #=3(?msg, ?word) »
== 4l(?word, ?synonym) " a3 (?synonym) ->

@ o=i(?word)

This rule state that: if a text messages contains a word "word", and this word has
a synonym word "synonym®, and this synonym is included in class that contains spam
word such as "3 (commercial), then the word "word"” will be added to the class

"3 (commercial).

The second example is:

Rule 7: TextMessages(?msg) " e s:3(?msg, ?verb) A
== 4l(?verb, ?synonym) / Jai (?synonym) ->
J=8(?verb)

This rule state that: if a text messages contains a word "verb", and this word has a
synonym word "synonym", and this synonym is included in class that contains "J=&"
(verbs), then the word "verb" will be added to the class "J=&" (verb), then both above

Rule 6 and Rule 7 are used as part of Rule 5 to detect SMS spam.

Examples of some of the previous rules and how they look in Protégé OWL are
shown in Figure (5.9). The implementation of these rules in JENA are shown in Figure
(5.10).

(m?) ol <- (word m?) pins ¢l A (word?) pulew

TextMessages(fmsg) * le (saiaalimsg, Tword) e seizi(Tmsg, ) wluw(Pword) * dasis(B) * dasiiy i o(Pword, %) -> cuini(Tmsg, SPAM) A

TextMessages(fmsg) * le_saiailimsg, tword) e _seizi(Tmsg, ) b (Tword) * dagii(BY) * dagidy huivo(Pword, T8) - cuini{fmsg, SPAM) *

TextMessaoes(Pmsg) A Juwwad|_auwl(Tmsg, Tsndr) ® (obialPsndr, true) -» auioiTmsq, SPAM)

TextMessaoes(fmsg) A Juwwal|_auwl(Tmsg, Tsndr) * numenc?sndr) -» wwailmsa, SPAM)
(fmsg)
(fmsq)
(fmsg) A

TextMessages(msa) & lc. syisalTmsa, Mword) ® o wsqisilimsg, Tword?) A ol seizalTmsg, word3) A Saltword)  qacti(fword?)  JuoPword3)
TextMessages(msg) A le saia(tmsg, word) & abiword) -» cwai(Tmeg, SPAM)
TextMessages(imsg) A oo aiilfmsa, tword) * ol seiaiTmsg, 1) A guolew(fword) A Jro() * Jro_tog(Mword, ) - wuini(imsg, SPAM) A (bl

Figure (5.9): Some rules to classify messages using ontology terms and reasoning

68

www.manaraa.com



public List<53tring> spamSM5(} throws I{Exception {

List<5tring> list = new ArrayList<String>(}:
CntModel model = ModelFactory.createfntologyModel();
FileManager.get ()} . readModel {model, "http://localhost:8080/Anci5SPAM/ azzers/SM5. owl™);
String rdf = "http://www.wW3.org 2/22-rdf-syntax-nag
String abc = "http://www.semanticweb.org/avman/ontologlies,/2016/7/3me§";
String rule = "[{?m3g " + rdf + "type " + abc + "TextMes=zagesz),"

+ "(mzg " + abc + "gpiws  AePword),”

+ "(?word " + rdf + "type " + abc + " Lo

+ M-pn

+ "+ abc + " &ias" + abc + "SPAM) )"

Figure (5.10): Writing a rule in JENA
5.8 Apply Ontology Reasoner

After creating instances, we apply an ontology reasoner e.g. HermiT reasoner on
the ontology by protégé and JENA reasoner on the ontology and RDF data. This is
necessary to identify new relations from existing ones. The reasoner is able to identify
the different types of ontological relations such as transitive, symmetric, inverse and
functional properties and use them to add new facts. So, when we run a reasoner and
perform reasoning on the ontology, we get new or hidden knowledge utilized in the

ontology. This reasoning process are aided by the semantic rules defined before.

Semantic rules added to ontology can be used by the reasoner to give new facts.
For example, if the sender name of a message is blocked, then the reasoner classifies
it as SMS spam based on this rule as shown in Figure (5.11) and based on the following
rule:
TextMessages(?msg) ~ Jusall awl(?msg, 2sndr) ~  Lshsa(?sndr, true) ->
ciyiai(?7msg, SPAM)

The rule together with the explanation of its results are shown in Figure (5.12). The
explanation says that the rule resulted in the message as spam because it is matched,
i.e., the sender name is blocked using the “_ sk« (blocked) property.
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Description: 832883d0-f0b0-4b2c-b5ca-d369c MBEE § Property assertions: 832883d0-f0b0-4b2c-b5c: MEEE

Types Ohbject property assertions
TextMessages [ =
W = @ayman
Same Individual s m e SPAM
Different Individuals Cata property assetions

“stackoverflow.com™

Megative object property asserions

Megative data property assertions

Figure (5.11): Results of reasoner use semantic rules

4 Explanation for 832883d0-f0b0-4b2c-b5ca-d369ccfclfc Liuiai SPAM

® Show regular justifications ® All justifications
Show laconic justifications Limit justifications to
Explanation 1 Displzy lzconic explznation
Explanation for: 832883d0-0b0-4b2e-bSca-d369 c oI elfe v SPANM

3yman _skas true
832883d0-f0b0-4b2c-b5ca-d369cc63c0fc -4~ ayman

TextMessages(?msg), 4 _~(?msg, ?sndr), ss==(?sndr, true) - > —2=(?msg, SPAM)
832883d0-f0b0-4b2c-b5ca-d369cct3c0fc Type TextMessages

Figure (5.12): Explanation of the inferred message classification with the used

semantic rule

Based on the basic functionality of the approach presented on section 5.3, we present
in some details these functionalities as they are related to the sender of the message
and the provider of the spam filtering system. These functionalities include adding new

relations to the ontology, querying and classification.
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5.9 Adding New Relations to Ontology

In our approach, the spam filtering system can automatically or SMS providers
can manually add new relations to the ontology to enrich knowledge base. We cite an

example for each kind.

Example 1: Adding instances by the system
1- System can add rank for sender name if the message is classified as spam after
the sender name exceeds 10 times of SMS spam as shown in Figure (5.13). We
update the number of spams send by this sender using data property
“oshaall Jiu )l 222 (no_blocked_sms). Figure (5.14) shows the result of

executing such a code where it returned 5 as the number of spams send by this

sender.
745 Individual senderIndv = senderClass.createIndividual (ns + sender);
750 Property property = model.getProperty(ns + "sic |5l tl i) ehnel");
751 model.addLiteral (senderIndv, property, i);
752 senderIndv.addProperty(property, senderIndv);

Figure (5.13): Adding rank (data property) for sender name

Data property assetions .
m s true

-5“ 3, Fau ..l_‘-“._jl_iﬁll
~rwed:int

Megative object property assertions

Megative data property assertions

Figure (5.14): Data property “5_shaall Jilu )l 2ae”

2- SMS provider can add new instances and relations to knowledge base as shown
in Figure (5.15). He can add new spam words and make relations among other
spam words using object and data properties which are defined in the ontology.

The figure shows the interface to enter the word in the ontology including its
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classification, its synonyms from the Arabic WordNet, its relations to specific

spam words such place, time, and revile and whether it includes a URL.

Enter text ALl

v sl Candl
Wordhet e il tas 5L

v P el
M s Undan
v sl SLETHLPT
" #s) dannlasje

Enter text URL & e g s

o

Figure (5.15): User interface for SMS provider to adding new words to the SMS

ontology

Figure (5.16) shows part of the code to add a word and make a relation with other

words using object and data properties.

298

295 if (!wverb.equals ("")){

3200 Individual wordind = model.getIndividual (ns + verb);

301 Property property = model.getProperty(ns + ".i-:.. |=3");
7 inl.addProperty (property, wordind);

303 }

204 if(lurl.eguals("")){

305 Property property = model.getProperty(ns + "< L.l ")

206 model . addbstesat (inl, property, url);

307 }

308

Figure (5.16): Adding new words and relations to the ontology using object and data

properties
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5.10 Querying

The semantic querying allows to perform query statements which are written in
SPARQL Query or DL-Query. This semantic queries enable the system to retrieve
both explicitly and implicitly derived information. For example, we can retrieve
blocked sender name from the ontology as shown in Figure (5.17).

Mﬁ'|@x® b Ty i

Sl o}

N Gl e e dae 318 el i ) Cal€ AL

Sy sy

sk (L pa pud Bila)
i SPAM

N
S il e bl dac jalts sl ol i ks | G sbnall (o all glad
o shnall Ji 0

5 gk il dala

o sEaall il

85 sl o yall elend

el
SurprisesMs 1
Melody 2

Guessing

Figure (5.17): Interface to show all blocked sender names in the knowledge base

Figure (5.18) shows the code to use SPARQL query to retrieve all blocked sender
names from the knowledge base.

555 ontModel model = ModelFactory.createontologyModel():;

556 FileManager.get() .readModel (model, "http://localhost:B8080/AntisSPAM/assets/SMS.owl")
557 Query query = QueryFactory.create(

558 "PREFIX rdf: <http://www.w 3.0rg/15%5%/02/22-rdf-syntax-ns#>\n" +

559 "PREFIX owl: <http:/ 3.0rg/2002/07/owlf>\n" +

560 "PREFIX rdfs: <http:// w3.0rg/2000/01/rdf-schema#>\n" +

561 "PREFIX xsd: <http:/ 3.0rg/2001/XMLSchema#>\n" +
562 "PREFIX a: <http://www.semanticweb.org/ayman/cntologies/2016/7/sms#>\n" +
563 "\n" +

564 "SELECT DISTINCT ?subject \n" +

565 "WHERE { \n" +

SE6 "\n" +

567 "2subject rdf:type ?object . \n" +

SE8 "2object rdfs:subClassOf a:Sender. \n" +

569 "2subject a: jslw o?x.\n" +

570 "\n" +

571 myn

572 )i

573 QueryExecution ge = QueryExecutionFactory.create(qguery, model) ;

Figure (5.18): Retrieving all blocked sender names from the knowledge base
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5.11 Classification

Classification of SMS are the core of the approach as we explain in Section (5.1).
The knowledge base plays an important role in the system where it stores the
knowledge about blocked sender names, forbidden words, and relations of these words

and their synonyms.

Based on the step of creating rules and the step of reasoning, we can classify new

SMS messages sent to the system to detect if they spam or legitimate.

An example of a semantic rule (phishing rule) that is used for classifying SMS spam
Is shown in Figure (5.20).

CntModel model = ModelFactory.createOntologyModel():
FileManager.get () .readModel (model, "http://localhost:24840/AntiSPAM/ as=es/SM5..owl") ;

String rdf =

String abc =

String =s=sd

Stri"lg rule L - " ; [ e "TextMez=zages "
+ "7 ?
+
+
+
+ T otEqual (?1linkl, ?1ink2
+ —
+ "("msg " + abc + " .i." + abco + “iE;!:j“ﬂ
Reasoner reasoner = newWw GFenericRuleReasoner (Rule.parsefules{rule));

InfModel infModel = ModelFactory.createlnfModel (reasoner, model) ;

Figure (5.20): Running the phishing semantic rule to classify a message

After classifying a message, we need to make SPARQL query to get the message if it
was classified as spam. This is shown in Figure (5.21).

443
444 Cuery query = QueryFactory.create|
445 EF R N
g
447
448
449
450
451
452 ):
453 QueryExecution ge = QueryExecutionFactory.create(query, infModel?):;

454 ResultSet rz = ge.execSelect():
Act

Figure (5.21): SPARQL query to return a messaged classified as spam
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5.12 Summary

In this chapter, we have described the Arabic SMS spam filtering approach. We
have presented the phases of building the approach which includes collection of data,
building the knowledge base (ontology and instances), creating the semantic rules and
reasoning. Finally, we commented on the implementation of the approach including
some usage examples through the user interface.
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Chapter 6
Results and Discussion

This chapter presents the experiments performed for the evaluation of the SMS
spam filtering approach. We discuss the results of the experiments and evaluate the
approach through a number of measures including accuracy, precision, recall and f-
measure. Finally, we give a short comparison with the results of classification using

Naive Bayes method.

6.1 Experiments

We performed a number of experiments to demonstrate the ability of our approach
to classify SMS messages based on the constructed Arabic SMS spam ontology and
knowledge base.

In the first stage SMS messages are collected from the local BulkSMS providers.
It contains 1409 manually labeled, which are divided into two groups as shown in
Table (6.1). which are Legitimate (Non-Spam) with a total of 1161 messages. Spam
with a total of 248 SMS messages.

Table (6.1): SMS data set

Amount | Percentage

Legitimate (Non-Spam) 1161 82.40%
Spam 248 17.60%
Total 1409 100%

The SMS spam contains four types of SMS messages as political messages,
commercial and promotional messages, pornographic and adult messages, scam and
phishing messages.

In the second stage for the experimentation, three different types of experiments
are constructed. First, we built the ontology concepts using 100 SMS spam messages
without WordNet semantic rules. Second, we built the ontology concepts using 200
SMS spam messages without WordNet semantic rules. Third, we built the ontology

concepts using 300 SMS spam messages with WordNet semantic rules. Afterward we
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tested the proposed approach by sending a serial of SMS messages to the classifier
from dataset.
Next, we explain and discuss the results of these experiments based on the

evaluation metrics.

6.2 Evaluation Metrics

A classification task involves assigning which out of a set of categories or labels
should be assigned to some data according to some properties of the data. The spam
filtering in our approach assigns a spam or no spam status to every SMS message.
Therefore, it is binary classification which accuracy in this case can hide the detail we
needed to check the performance of approach due to the limited two categories in our

case.

A confusion matrix is a summary of results on a classification case. The number
of correct and incorrect predictions are summarized with count values and broken
down by each class and are presented as a confusion matrix. For evaluating the
performance of spam detection, basic measures that we can use are Accuracy (ACC),
Error rate (ERR), Precision, Recall, F-measure and Matthews Correlation Coefficient
(MCC). The evaluation metrics were defined based on the confusion matrix, as shown
in equations (1) to (6) in section 2.15.

6.3 Evaluation Results

The results of the 3 experiments based on the confusion matrix are shown in Table
(6.2).

Table (6.2): Confusion Matrix results

Predicted
Exp 1 Exp 2 Exp 3
n=1409 Spam | Legitimate | Spam | Legitimate | Spam | Legitimate
= Spam 209 39 217 31 233 15
§ Legitimate 51 1110 39 1122 33 1128
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Based on these 3 confusion matrices, we compute the Accuracy (ACC), Error rate
(ERR), Precision, Recall, F-measure and Matthews Correlation Coefficient (MCC)

for the 3 experiments.
Accuracy (Acc)

The Accuracy is a measure of the overall correctness of the approach, it’s the
number of SMS that are correctly classified divided by sum of the total
SMS.

A (hco) 209 + 1110 0936 (L1)
CUracyIAC) = 209 +39 + 51 + 1110 '
A o) 217 + 1122 0950 (12

cauracy(Act) = Sro 3T v 39 v 112z - 0000 (12
233 + 1128
Accuracy(Acc) = = 0.965 (1.3)

233+ 15+33+ 1128
To see overall performance of approach we will calculate other metrics as explain next.
Error rate (ERR)

The Error rate (ERR) is a prediction error metric for a binary classification problem.
It is calculated as the number of all incorrect predictions divided by the total number

of SMS. The best error rate is 0.0, whereas the worst is 1.0.

39 +51

ERR = = 0.063 2.1
209 +39 + 51+ 1110 2.1
ERR = 31+ 39 = 0.049 2.2
T 217+4314+439+1122 (2.2)

15 + 33
ERR = = 0.034 (2.3)

233 +15+ 33+ 1128
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The calculated error rate values indicate the small percentage of misclassification of
proposed approach classifier which are acceptable since they are so small and far from
reach 1.0.

Precision

Precision is calculated by dividing the number of true positives (TP) on the total

number of total true positives plus false positives (TP + FP).

N 209

Precision(P) = 200751 - 0.803 (3.1)
Precision(P) = 217 _ o847 3.2
recision(P) = 5————5 =0. (3.2)
Precision(P) = 233 = 0.875 3.3
recision(P) = soo——2 =0. (3.3)

The results of the three experiments indicate a high precision especially when the
number of true positives increases and the number of FP decreases. We could have an
achieved a higher precision if the number of spam words and spam messages in the

knowledge base is bigger.
Recall

Recall also known as sensitivity is calculated by dividing the number of true positives

(TP) by the total number of true positives plus false negative (TP + FN).

209

Recall(R) = m = 0.842 (41)
Recall(R) = 217 _ o875 4.2
eca T 217+31 (4.2)
Recall(R) = 233 = 0.939 4.3
eca T 233+15 (43)

The results of the three experiments indicate a high recall especially when the number
of true positives increases and the number of FN decreases. We looking to decrease

FN due to It is important measure for classify SMS spam as legitimate. We could have
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an achieved a higher recall if the number of spam words and spam messages in the

knowledge base is bigger.

F-measure
. ) = 2 0803:0842 _ o
- = E'3 = . .
measure 0.803 + 0.842 D
. ) - 2 084750875 _ . .
- = E'3 = . .
measure 0.847 + 0.875 -2)
. ) = 2 08750939 _ .
—_ = E3 = . .
measure 0.875 + 0.939 (5:3)

F-measure the harmonic average of precision and recall, indicates how accurate a
classifier is after calculate precision and recall, F-measure is favored over

accuracy when we have an unbalanced dataset.
Matthews Correlation Coefficient (MCC)

to determine the quality of binary (two-class) classification methods we calculate the
MCC. MCC utilizing true positives (TP), false positives (FP), false negatives (FN),
and true negatives (TN) values as given in section 2.15.

it is return a value between —1 and +1. A coefficient of +1 represents a perfect
classification, 0 no better than random classification and —1 indicates completely

wrong binary classifier.

(209 * 1110) — (39 * 51)

MCC =
V(209 + 51) = (209 + 39) * (1110 + 51) * (1110 + 39)

=0.784 (6.1)

(217 * 1122) — (31 * 39)
MCC = =0.831 (6.2)
J(@17 +39) * (217 + 31) * (1122 + 39) * (1122 + 31)

MCC — (233 % 1128) — (15 * 33) _ 0886 (63)
J(@233+33) * (233 + 15) » (1128 + 33) * (1128 + 15) '
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It is useful for unbalanced datasets to see overall performance of classifier, and we

note that 0.886 which are acceptable since they are so far from reach -1.

After calculate all used measures we summarized the results in Table (6.3) for three

experiments and Figure (6.1) shows the accuracy average of all the experiments.

Table (6.3): Experimental Results for different measures

Description Exp. NO.1 | Exp. NO. 2 Exp. NO. 3
Accuracy 93.6% 95.0% 96.5%
Error rate 6.4% 4.9% 3.5%
Precision 80.3% 84.7% 87.5%

Recall 84.2% 87.5% 93.9%
F-measure 82.2% 86.0% 90.5%
MCC 78.4% 83.1% 88.6%

Accuracy Comparison

97.00%
96.50%
96.00%
95.50%
95.00%
94.50%
94.00%
93.50%
93.00%
92.50%
92.00%

Exp. NO. 1 Exp. NO. 2 Exp. NO. 3

Figure (6.1): Accuracy comparison for three different expermints
The table shows differences in the results of evaluation measures of the
classification in the three experiments. This is due to the following reasons:
e The increasing number of SMS spam messages in to ontology by extending
and enriching the ontology with more spam words which can be

used in the process of SMS classification.
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¢ The synonyms and meaning in WordNet may had contributed to the differences
noticed. To be honest in some cases it may fail in providing equivalents for
some domain specific words. For example, the word "e_s" (march) has no
equivalents in Arabic WordNet, so if the spammer writes another synonym
word like "s_aUs<" (march) the system wouldn't be able to recognize that these
words carry the same meaning as the word "equivalence" and therefor will not
classify it as spam. To resolve this, we manually add new synonym for such
words to the ontology.

e The 300 SMS spam messages for training maybe insufficient and therefore
increasing the number may positively affect the results.

e Some words have high weight so the total weight of a message due to the
weights of its constituent words will cause it to be classified as spam while, in
fact, the message is legitimate leading to negatively affect the results. To resolve
this, we make another phase of semantic rules which is depending on relation
between this words as explained in section (5.8).

We can note the great difference in the results improvement as shown in Table
(6.3) by adding new SMS spam to the ontology when and after applying our approach.
For example, in the 100 spam messages case, the Accuracy is 93.6% and the F-measure
is 82.2%, while in the 300 spam messages case and with WordNet semantic rules, the
Accuracy is 96.5% and the F-measure is 90.5%. We can summarize accuracy results
for all experiments with the highest accuracy result of 96.5%.

Another important measure is Recall (sensitivity) which is increased for all
experiments which means that the approach decreased false negative (FN) result in the
confusion matrix, this means decrease in spam messages classified as legitimate Figure
(6.2).

In Precision, we get different results that mean for false positive (FP), which less
important than FN because when our approach detects legitimate as spam, SMS
provider can manually review them and pass them as legitimate.

The quality of classification detected by Matthews Correlation Coefficient (MCC) was

achieved 88.6%, which is a high performance in indication Figure (6.3).
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Recall
96.00%
94.00%
92.00%
90.00%
88.00%
86.00%
84.00%
82.00%
80.00%

78.00%
Exp. NO. 1 Exp. NO. 2 Exp. NO. 3

Figure (6.2): Recall rates comparison for three different expermints

MCC
90.00%
88.00%
86.00%
84.00%
82.00%
80.00%
78.00%
76.00%
74.00%
72.00%
Exp.NO. 1 Exp. NO. 2 Exp. NO. 3

Figure (6.3): MCC comparison for three different expermints

6.4 Comparison with Other Works

We compared our results with results obtained from similar works in terms of the
classification only. That is, we compare our ontology-based classification with
traditional classification approaches. For this task we chose to compare with Naive
Bayes classifier (Shahi & Yadav, 2013). The Table (6.4) contains comparison of our

results with Naive Bayes with approximately the same number of spam and legitimate
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SMS that have been used in training and testing stages. For that we choose RapidMiner
tool.

We use the same dataset used for Arabic SMS spam ontology approach, then we used

the same preprocessing such as tokenize and stop words removal.

Table (6.4): Comparison with the Naive Bayes classifier

Spam Type ACC Err | Precision | Recall | F-measure
Naive Bayes 96.4% | 3.6% | 90.0% | 88.7% | 89.42%
Proposed approach | 96.5% | 3.5% 87.5% | 93.9% 90.5%

By comparing the results of our approach with Naive Bayes classifier mentioned
in Table (6.4), our approach gives better performance over Naive Bayes classifier in
terms of spam Recall and F-measure. This indicates that the use of ontology
contributes effectively in the process of Arabic SMS spam classification. But in
precision the Naive Bayes better result which that due to the Naive Bayes classifier

training the legitimate SMS dataset also, so it should decrease false positive value (FP).

6.5 Summary

In this chapter, we presented the experimental results of the SMS spam detection
and classification approach. We evaluated the approach based on the different
measures such as Accuracy, Error Rate Precision, Recall, F-measure and Matthews
Correlation Coefficient (MCC). The classification was performed using Naive Bayes
method and the results were compared to those of our ontology based approach. They

indicate that our approach outcomes the one based on Naive Bayes method.
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Chapter 7
Conclusions and Future Work

In this thesis, we developed an ontology based approach for classify Arabic SMS
messages as spam or legitimate. The main contribution of this thesis is the ontology
and the related knowledge base together with the set of the semantic rules which can
support SMS providers to detect SMS spam with higher rate of accuracy.

We have built a domain ontology for Arabic SMS spam consisting of spam
vocabulary (words) and spam messages and is collected from a number of SMS spam
corpus. The ontology developed with the assistance of SMS provider in Palestine as a
domain expert. The ontology model has an important advantage of being extensible,
i.e., open the possibility to adding future terms and relations related to SMS spam.
Protégé OWL is used to build the ontology including its concepts (classes), properties,
taxonomies, various restrictions, class instances and semantic rules. The ontology
together with the various spam words and spam messages (instances) form the
knowledge base of the SMS spam.

Since the domain of the ontology is related to the Arabic language in terms of the

common spam words and the text of the SMS messages which includes spam and non-
spam word, it is difficult to cover the whole domain in the hierarchy and the relations
in the ontology. Therefore, we need to resort to other means to enrich the ontology.
We used Arabic WordNet to enrich the ontology instances using word synonyms. This
has contributed to achieve better results in classifying SMS messages. Additionally,
we supported the process of message classification by a set of semantic rules based on
the ontology reflecting the manual process of filtering as a necessary step to classify
messages.
The system refers to the knowledge base to perform querying as well as reasoning
needed in the decision as whether a given message is spam or legitimate. This is aided
by a set of SWRL rules as well as spam word weights and relations between these
words.

The overall approach, respectively a system prototype realizing the approach,
consisted of several modules including SMS spam knowledge base consisting of the
ontology and the spam instances, the synonym module used to relate ontology terms

and instances their respective synonyms from Arabic WordNet, querying module used
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to answer very specific queries (SPARQL) with the help of the reasoning module that
would be difficult to look for directly in the knowledge base, spam detection
(classifier) module used to receive SMS from the user through the user interface and
decide if the SMS is spam or legitimate with the aid of the reasoning module, SMS
message sending module used to send messages to mobile operators to deliver them in
turn to the user handsets, user interface module used by users to send SMS requests to
their clients and by administrators to manually add new spam words to the SMS spam
knowledge base.

We performed a set of experiments to evaluate the proposed approach.
Experimental results show an overall accuracy of 96.5% of the classification and an
F-measure of 90.5%. Comparing these results to those of Naive Bayes classifier
indicates a better performance of the proposed approach over Naive Bayes classifier.
This indicates that the use of semantic-based classification contributes effectively in
the process of Arabic SMS spam classification.

We tested the approach on a limited number of messages and that is why we got
high accuracy. Increasing the number of messages may affect the accuracy and this
needs further investigation.

An important factor affecting the performance of the approach is enriching the
SMS spam knowledge base with synonyms. The Arabic WordNet used for this purpose
is weak in terms of synonyms numbers and in terms of tagging facility. Therefore,
enhancing it or replacing it with a better Arabic lexicon would give better spam
filtering results.

Furthermore, we look forward to study the performance of the approach in terms
of response time.

Finally, since only a prototype of the proposed approach is implemented, it is
recommended to implement a complete system and API including other languages.

Improving the approach along the above aspects, encourages us to look forward to
spread it as a tool for SMS spam detection and filtering available to local SMS

providers.
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